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Executive summary

Considerable progress has been made in uncovering common single nucleotide variants 
and developing mechanisms for genomic profiling. Using this knowledge routinely as 
part of clinical and public health practice is an ongoing aspiration. While products that 
enable conversion of genomic data into genome-based risk scores such as polygenic 
scores (PGS) are available, they are not widely used. Key barriers are uncertainty 
and a lack of evidence regarding the value of polygenic score information and how to 
approach evidence gathering and appraisal.

In this report, we discuss and present our analysis of the application of the principles 
of medical test evaluation to PGS based products. Medical test evaluation frameworks 
such as the ACCE framework can be used in evidence assessment and contribute to 
more informed and transparent decision making. Central to this process is consideration 
of context of use and application of an iterative process to examine evidence across 
domains of scientific, analytical, and clinical validity and utility. Evaluation of any PGS 
application will require evidence for and consideration of these different domains.

We demonstrate how specific factors drive these uncertainties about products that 
provide or incorporate a PGS. These include:

	� 	Conflation of terminology relating to polygenic scores, models and algorithms. 

	� 	Inadequate description of specific applications, in relation to intended population, 
role and purpose as part of specific healthcare pathways. 

	� 	Failure to define and evaluate all the key elements of PGS applications. 

	� 	Lack of real-world evidence (RWE) for PGS applications.

Failure to adequately address these factors lead to a challenge for decision makers 
because, the existing evidence base (a) fails to show what information polygenic scores 
are providing (b) does not define with adequate precision how the product is to be used 
in health care or its intended purpose or objective or (c) how such use can be beneficial 
to the individual patient or to the health system as a whole. The consequence is that we 
are left with a body of evidence that is inadequate for the determination of the clinical 
validity or utility of a product in relation to its intended purpose. We have shown that it 
is possible to resolve these issues and address the needs of decision-makers through a 
more systematic approach to evidence generation. 

Chapters 2-4 provide background information that may be useful and informative for 
those in different fields. This is to enable readers to develop a shared understanding 
of relevant topics. In the latter half of the report (Chapters 5-7) we present the results 
of our analysis which begins by providing clarity to the disparate uses of the term 
’polygenic score ‘and examines how polygenic scores can be conceptualised as a 
biomarker. We also describe processes that either calculate a PGS or an integrated 
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score including PGS and how they can be considered a test. We then demonstrate how 
existing evaluation frameworks can be applied to such products. 

Polygenic scores are one way of assessing an individual’s genetic risk to developing 
certain outcomes, including diseases. They are a proxy biomarker, calculated on the 
basis of an individual’s genotype. Polygenic scores differ from traditional germline 
genetic markers in a variety of ways. Importantly, calculation of a score requires the use 
of algorithms which are developed from polygenic score models. Different models and 
algorithms must be created to predict different diseases and traits. In addition, different 
approaches may be taken to develop them, suited to each disease and or population of 
interest. This means that there is a variety of models and algorithms used to calculate a 
score. There are also differences in the way this information can be used and contribute 
to clinical practice. It is likely that in some contexts PGS will provide valuable clinical 
information and it is important to identify where this may be the case. 

Currently there is ambiguity regarding how to apply regulations and carry out 
evaluation in support of products that provide a PGS. This is because there are different 
components that form the test pathway, namely, molecular testing to obtain genetic 
data; other clinical data; prediction algorithm(s) for analysis of this data; and digital 
tool(s) to enable data collation and feedback. This creates uncertainty in the nature, 
quality and quantity of evidence required for decision making across these components 
and in relation to a specific test strategy. 

We have shown that existing frameworks can be applied to a specific product 
and application but require consideration of all the component parts. We propose 
considering these components as part of a test pipeline to allow the application 
of concepts and techniques from molecular test evaluation, prediction modelling 
and digital technology evaluation to each separate component of the pipeline. We 
demonstrate how analytical, scientific and clinical validity parameters can be assessed 
and some of the issues in determining these. Examination of these parameters across 
a PGS analysis pipeline can provide evidence of the performance of a PGS-based test. 
These can then inform the assessment on whether they meet the test’s intended role 
and purpose. 

As stated in our previous reports, clarity regarding the proposed PGS application 
for implementation helps to determine the evidence requirements, as well as the 
assessment of wider factors that may impact on its use and uptake. In this report we 
outline how better definition and descriptions of products can help achieve this and 
where issues in evidence generation currently lie. 

Going forward, it will be important to achieve consensus amongst researchers, 
developers, health system decision makers and users as to which of the gaps which we 
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have identified are critical and how they can be addressed. Progress on establishing 
both the evidence required for the different components of the PGS test pipeline as 
well as the acceptable levels of evidence will be necessary for the successful clinical 
implementation and wider uptake and use of any PGS-based applications.

In conclusion, polygenic scores are likely to be useful under certain circumstances. 
Identifying these and creating optimal systems for their use requires a more focussed 
approach to evidence generation and appraisal which is currently lacking.
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1.	 Introduction
1.1	 Project rationale
PHG Foundation previously completed a report on polygenic scores (PGS) and clinical 
utility [1], which provided a comprehensive background summary and analysis to 
support robust decision making around implementation of polygenic scores into health 
services. We worked with stakeholders to bring together key concepts around clinical 
utility and used our expertise in genetic test evaluation and regulation to consider how 
to assess the potential utility of polygenic score analysis most effectively in healthcare. 

A key finding of the report was that a systematic approach to evidence generation 
and assessment is needed to better understand the value of PGS and products that 
calculate a PGS. However, several inter-related factors are hindering this process. 

	� There is a lack of detail as to the nature of such products and their intended 
purpose. This is needed to enable a clear assessment of the information they 
provide, taking into consideration the context of their use. 

	� There is a lack of clarity as to whether and how to apply existing evaluation 
frameworks to such products. This includes uncertainties regarding which elements 
of a process to produce a PGS or subsequent integrated risk score to evaluate. 

	� There is a lack of consensus on the type, quantity and quality of evidence required to 
support implementation. 

These issues also serve as a challenge for the appropriate regulatory oversight of 
products that provide or incorporate a PGS and consideration of factors that will impact 
on their implementation within healthcare.

1.2	 Methodology
Our approach in carrying out this project was to supplement our in-house expertise on 
the topics of genetic test evaluation and regulation, with literature review on the topics 
of prediction model evaluation and digital technology evaluation. We also engaged 
with external experts, in particular, researchers in the field of polygenic score model 
development and risk prediction, regulation and healthcare evaluation to inform this 
project. This allowed us to further our understanding of key topics and examine them 
from different perspectives. In addition, it allowed us to carry out analysis that brings 
together and utilises approaches from different fields.  
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1.3	 Report structure
The first half of this report (Chapters 2-4) provides background information that may 
be useful and informative for those in different fields. This includes a broad overview of 
medical tests and their evaluation, followed by an introduction to genetic test evaluation 
and prediction models evaluation. This background information is provided to enable 
a shared understanding of concepts and frameworks that have informed our analysis. 
Those familiar with these topics may wish to move to the second half of the report. 

The second half (Chapters 5-7) presents the results of our analysis which begins by 
providing clarity to the disparate uses of the term ‘polygenic score’ and examines 
how polygenic scores can be conceptualised as a biomarker. We also describe 
processes that either calculate a PGS or integrated score and consider how they can 
be conceptualised as a test. We then describe challenges in the regulation of such 
products. Finally, we consider the application of existing frameworks for evidence 
generation to such products, and outline the evidence base that may be considered in 
the assessment process.



Medical tests 
and their 

evaluation
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2.	Medical tests and their 
evaluation

In this chapter, we cover key background information relating to the broad term ‘test’, 
their role as part of clinical pathways and how tests are conceptualised for the 
purposes of evaluation. We also provide a brief overview of the development and 
evaluation of laboratory-based diagnostics and prediction models. These topics are 
covered to provide a summary of key concepts and terminology relating to medical tests 
and how they impact and influence the evaluation process.

Key points:
	� The term ‘test’ is a broad term referring to different investigations that can help 

inform care of an individual.

	� In the context of evaluation, the term ‘test’ has a more specific definition and can 
be further distinguished from technologies used to deliver testing (see Section 
2.4).

	� The terms ‘prediction model’, ‘tool’ and ‘risk model’ are often used 
interchangeably to refer to a broad range of products that examine multiple 
biomarkers and risk factors to provide an estimate of risk for particular 
outcomes. 

	� The extent to which prediction models are considered as a test for evaluation 
purposes can differ, leading to variability in the degree of scrutiny they undergo.

	� How a test or testing strategy is defined will have an impact on how it is 
evaluated, the evidence requirements and specific considerations for their 
implementation.
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2.1	 The varied role of medical tests as part of healthcare 
pathways

The umbrella term medical tests encompasses a broad range of different investigations 
that inform care of an individual. In clinical settings, these investigations help to inform 
assessment regarding the probability of a particular outcome (the diagnostic process), 
enabling health professionals to rule in or rule out specific hypotheses about possible 
outcomes, including future risk of disease [2]. 

While this is referred to as the diagnostic process, it is not solely about determining 
the presence or absence of a condition. This process is aided by collating all available 
information relevant to a case. In addition to clinical features, this includes collection 
of demographic characteristics, symptoms and signs, physical examination and/or 
undertaking laboratory or imaging-based investigations to gain insights on particular 
biomarkers. Therefore, the term ‘test’ can be applied to a wide variety of processes, 
ranging from questionnaires to laboratory analyses that are used in information 
gathering to inform care and management of individuals. 

Table 1 is an illustration of the commonly stated purpose for different categories of tests 
and their potential utility. As illustrated by the table, testing may be utilised at different 
time-points of a disease trajectory and inform healthcare decision making in a variety of 
ways. The majority of tests do not provide a definitive or conclusive answer but provide 
information that is often interpreted based on the context of use. Thus, context of use is 
important in deciding whether to utilise a particular test and in the interpretation of its 
results.  

Medical tests usually undergo some form of evidence evaluation and assessment. 
However, the depth and format of the assessment will depend on the nature and 
purpose of particular tests. For example, questionnaires may be evaluated and 
assessed using different procedures in comparison to laboratory-based diagnostics. 

In the UK, organisations that carry out evidence assessment include guidance 
developers (such as the National Institute for Health and Care Excellence, NICE), 
regulatory agencies (such as the Medicines and Healthcare products Regulatory 
Agency, MHRA), payers (e.g. individuals, laboratories, hospitals, departments of health), 
clinicians, patient interest groups, advisory committees (such as the National Screening 
Committee, NSC), amongst many others. The extent of the assessment will depend on 
the purpose of the assessment, the characteristics of the test, its intended use and the 
user group. 
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Table 1: Broad test categories and their potential utility.
Adapted from The Essentials of Diagnostics series: Molecular Diagnostics, AdvaMedDx and DxInsights, 
2013 [3].

Broad test 
category

Potential uses What they do Potential utility

Screening

Disease risk 
Prediction

Evaluate likelihood 
of developing a 
particular condition

Could lead to lifestyle 
changes or treatment to 
minimise risk

Early detection Identify disease at 
an early stage

Reduce impact of 
disease or prevent 
progression if amenable 
to a treatment

Informing 
diagnosis and 
prognosis

Confirmatory 
diagnosis

Confirm or rule out 
specific diagnoses

Determine next steps in 
care

Staging and 
prognosis

Determine severity 
of condition or 
predicted outcome

Determine treatment 
decisions

Management

Therapy 
selection

Predict 
effectiveness 
or potential 
side effects of 
treatments

Avoid unnecessary 
treatment

Monitoring/
treatment 
assessment

Assess ongoing 
safety and 
effectiveness of 
treatments

Enables timely 
intervention to adjust or 
change treatment when 
necessary

There are a variety of mechanisms and resources available to aid in these assessments 
including basic checklists [4, 5], frameworks [6-10], reporting guidelines [11], standards 
[12, 13], and protocols [14]. In addition, specific groups, such as NICE [15] or the Clinical 
Laboratory Standards Institute (CLSI) [16], may develop their own methodologies. A key 
part of this process is clearly describing the test or test strategy that is to be evaluated 
and developing an understanding of the care pathway into which the test will be 
integrated.
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2.2	 Development and evaluation of diagnostics
Biomarker discovery and the development of technological platforms to analyse these 
biomarkers, are contributing to the availability of a wide variety of medical tests. 
The term ‘diagnostics’ is sometimes used as a broad term to refer to this field and to 
differentiate it from therapeutics development. 

Just like the drug or therapeutic development process, diagnostics development can 
be a lengthy process [17]. It requires basic research for the development of technology 
platforms (e.g. sequencing, mass spectrometry, imaging) as well as biomarker discovery 
(e.g. genes, proteins), followed by translation of those biomarkers and discovery 
technologies into a tool or product. This additional development is needed to ensure 
that the biomarker and technology platforms meet user needs. 

Diagnostics development can take a variety of forms. Existing technologies may be 
used to assess a novel biomarker, as is often the case with genomics or to evaluate 
a known biomarker using a new method (e.g. analysis of free foetal DNA). Novel 
techniques may be developed to measure a novel biomarker (e.g. polygenic score 
analysis) or an established biomarker (e.g. long read sequencing methods for genomic 
analysis).

Unlike therapy development, diagnostics development has no clearly established 
pathways and processes for evidence generation and integration into health systems 
[18]. This is in part due to the diversity and complexity of diagnostics, their users and 
providers, but also because development of diagnostics can be undertaken in a variety 
of sectors such as academia, commercial companies and health system laboratories. 
This means that a range of approaches may be used for the assessment of particular 
diagnostics and their integration into health systems depending on the intended use 
and user. 

The potential introduction of novel diagnostics into healthcare pathways, as with 
uptake of therapeutics, requires due consideration of usefulness, benefits and risks. 
These are often assessed through technology evaluation processes and by ensuring 
compliance with regulatory frameworks. 

There is variability in the degree to which diagnostics are scrutinised and the processes 
that are utilised and applied can vary. Nevertheless, the parameters that are assessed 
are broadly similar and include analytical validation of the technology, validation of 
the relationship between the biomarker and disease states (scientific validity) and 
further assessment of the use of the diagnostic in a specific context to determine test 
performance and outcomes (clinical validity and utility). These are discussed more fully 
in the next chapters of this report, along with how they may apply to polygenic score 
analysis. 
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2.3	 Development and evaluation of clinical prediction 
models

In addition to individual biomarker based diagnostic tests, a cornerstone of medical 
practice is gathering information on an individual  and estimating the probability of 
particular outcomes based on this knowledge [19]. In a similar way to history taking 
and individual biomarker-based clinical tests, prediction models can be used to assist 
this process by providing estimates of the likelihood of specific outcomes. In particular, 
they enable this by consideration of multiple biomarkers and risk factors to provide an 
estimate of risk of specific outcomes [19]. 

Variously referred to as clinical prediction rules, risk scores, decision rules, or prediction 
models, they are widely used within healthcare to inform decision-making [20, 21]. 
They can take variety of forms (e.g. tabular or web-based application), target differing 
disease endpoints (e.g. development, recurrence, death) and may be used in different 
contexts for individualised prediction. 

Example uses include identifying populations to target for preventive measures (e.g. 
cardiovascular risk scores), informing clinical decisions such as referral to further 
testing or risk-stratifying individuals for different therapeutic strategies (e.g. APACHE 
III prognostic system [22]). They may also be used by individuals and clinicians to make 
informed choices about interventions (e.g. PREDICT for breast cancer [23]). 

Development of prediction models can be a complex process involving a series of steps 
from identification and selection of predictors to model validation [24]. Recently, this 
field has developed considerably with the availability of larger and more comprehensive 
datasets that are enabling the creation of a wider variety of risk prediction models. It 
is not within the scope of this report to cover this field, and details of the processes 
involved in model development can be found elsewhere [25, 26] . Key points to note 
are that there are different methodologies from simple weightings to complex machine 
learning algorithms that can be used in model development [24, 27] and many different 
models may be developed targeted at the same clinical question.

As with the evaluation of individual biomarker-based assays and tests, it is important 
to determine whether particular models are valid and likely to have an impact on 
healthcare pathways. Key parameters of interest are a model’s performance and the 
degree to which it has been validated in external datasets. Different measures can 
be used in assessing the predictive performance of models, including assessment of 
the agreement of predicted and actual outcomes (calibration) and assessment of the 
model’s ability to separate different outcomes (discrimination) [25, 28]. Examination of 
model performance in external datasets enables assessment of the generalisability of 
a model, and thus the extent to which it may be applicable to particular populations in 
specific contexts. 
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The extent to which prediction models are considered as a diagnostic technology 
can vary, leading to corresponding variability in the degree of scrutiny that prediction 
models undergo. This variability is compounded by the fact that the term prediction 
model is applied to a relatively broad group of instruments from simple decision rules to 
complex clinical prediction algorithms based on machine learning. In addition, models, 
especially when they are complex, may be further developed into digital tools. 

Tools can be considered as mechanisms through which end-users can input and collate 
individual level information, apply a prediction model and obtain a particular output (e.g. 
10-year personalised risk of developing breast cancer). They typically consist of online, 
user-friendly interfaces such as web-based or mobile applications into which data can 
be entered and from which a tangible output will be returned. Examples of such tools 
include the Breast Cancer Risk Assessment Tool (BCRAT) [29], CanRisk [30] and IBIS 
[31].

While there is a large body of literature that discusses the development and validation 
of prediction models, there is still uncertainty as to how these principles apply to the 
evaluation of risk tools for clinical use. 

2.4	 Conceptualisation of tests for purposes of evaluation 
The term medical test evaluation is often used to refer to the process that aims to 
inform decision making on the incorporation of novel diagnostics or testing strategies 
(including prediction models) into healthcare pathways. It may be a relatively 
straightforward process or a more complex endeavour. 

Complexity may arise when a biomarker is novel, where gold standard equivalents 
do not exist, or there are multiple parameters being considered as part of the testing 
strategy, such as in the case of prediction models that bring together data from different 
tests. 

Whether it is a complex or simple evaluation, a key part of medical test evaluation 
is understanding the purpose of a test or testing strategy (i.e. intended clinical 
applications e.g. screening) and its role (how it will alter the current pathway) [32]. 
These contextual factors enable a clearer assessment of the evidence base of particular 
technologies and biomarkers to determine how well they function or perform, as well as 
the consequences of their use.

The rise of technology platforms that can potentially be used in multiple clinical contexts 
or settings is leading to a greater need to clarify these different aspects of evaluation. 
This issue has been discussed in relation to genetic tests, where ambiguity around the 
intended purpose and role may arise when single platforms or technologies can be used 
for multiple purposes (Figure 1). 
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The use of different technologies to provide the same applications, and in certain 
instances the conflation of the technology with the application, can also create issues 
for determining intended purpose [33]. This led to the proposal to make a distinction 
between an assay and the test to enable greater clarity and more informative 
evaluation of genetic tests [34, 35]. This conceptualisation is also applied to other 
biomarker-based tests [32]. Technically, the method used to analyse a substance (or 
biomarker) in a sample is considered to be the assay. The test is described as the use of 
that assay:

	� Within a specific disease context

	� In a particular population

	� For a particular purpose

This specific definition of a test in such a way enables linking it more clearly to 
its purpose and role as part of a specific healthcare pathway. This has important 
consequences in terms of medical test evaluation. Evaluating an assay can be 
restricted to validating a particular methodology, e.g. measuring a biomarker. This may 
demonstrate that a particular method used to analyse a substance or biomarker is 
reliable and robust within a range of conditions. In this regard, an assay is a scientific 
measurement of the biomarker, whilst a test is its interpretation.

Figure 1: One assay, multiple tests  
This diagram illustrates how a single technology platform - Next Generation Sequencing (NGS) - can give 
rise to multiple assays. Each assay can be used to inform different questions, giving rise to different tests, 
each with differing purposes.

NGS

Technology Assay Test

Germline WGS

Cancer (soma�c) WGS

Panel sequencing

Variants: Wide variety
Disease: Developmental delay
Popula�on: Paediatric
Purpose: Diagnosis

Variants: Soma�c, compared to germline WGS
Disease: Cancer
Popula�on: Cancer pa�ents
Purpose: Prognosis

Variants: CTFR genes
Disease: Cys�c fibrosis
Popula�on: Newborns
Purpose: Confirmatory diagnosis
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Evaluating a test is a more complex undertaking that encompasses wider 
considerations related to the use of the assay or model and its value, in addition to its 
technical performance. The use of this conceptual framework enables differentiation 
of the varying purposes of particular technologies (Figure 1), thereby enabling clearer 
assessment of the implications of an assay versus the test for healthcare pathways. 

Consideration of the healthcare pathway is important for a number of reasons. The 
characteristics of the population and thus the prevalence of disease and case mix of 
patients (including disease stage) varies in different clinical contexts. 

For example, a hospital-based population has very different characteristics to the 
general population. The prevalence of disease and case mix will impact on test 
performance characteristics, and the likelihood of obtaining a false result [36, 37]. This 
is referred to as spectrum bias, where in a high prevalence environment a positive result 
is more likely to be a true positive and a negative result to be a true negative. This is 
evidenced in secondary care, where there are more patients with severe disease who 
are more likely to be identified by a test. Therefore, any test evaluated in this context 
could overestimate predictive ability in a different clinical context (e.g. primary care). 

An understanding of the clinical context also enables decision makers to determine if 
the predictive performance of the test is appropriate for the suggested use case. For 
example, tests used in the context of case finding usually optimise on test sensitivity in 
order not to miss potential disease. Whereas in a confirmatory diagnostic setting they 
are more likely to be optimised for specificity to avoid unnecessary treatment. 

Considerations of the healthcare pathway also enables assessment of a novel test 
or testing strategy together with existing infrastructure (including tests that may be 
conducted in parallel or sequentially). Taking all these factors together also enables 
assessment of the value and contribution of information from a test to decision making 
processes. 

As noted earlier in this report, due to variability in the extent that prediction models are 
considered as tests, the extent to which test evaluation concepts are applied to clinical 
prediction algorithms varies. Nevertheless, a key parameter in model development 
and their evaluation for clinical use requires a clear understanding of disease context, 
intended purpose and population for use. This ensures that appropriate data is used in 
model development and validation. Validation of prediction models is described further 
in Chapter 4.



20PHG Foundation

Evaluation of polygenic score applications

2.5	 Frameworks for evaluation of medical tests
Evaluation frameworks facilitate a systematic approach to evaluation of medical 
tests and can help mitigate against some of the challenges when assessing a novel 
diagnostic or testing strategy. Frameworks can enable multiple stakeholders to gain 
a shared understanding of an evaluation process and help to identify and agree upon 
appropriate objectives and methods. 

Evidence appraisal is also supported by guidelines and standards developed to try 
and improve the quality of reporting of research activity. For example, guidelines 
that are applicable to test evaluation include the STAndards for the Reporting of 
Diagnostic accuracy studies (STARD) [5, 12]. In addition, the Prognosis Research 
Strategy (PROGRESS) group has proposed a number of methods to improve the quality 
and impact of model development [38], and a checklist for reporting on prediction or 
prognostic models - Transparent Reporting of a multivariable prediction model for 
Individual Prognosis Or Diagnosis (TRIPOD) [39, 40]. 

Different frameworks and guidelines exist across fields and organisations. This has 
given rise to variation in terminology used to refer to similar concepts. For example 
as many modern technologies require software some frameworks exist that provide 
definitions and criteria to demonstrate software validation [41]. Together with the wide 
range of groups that have an interest in the outcomes of an evaluation process, this 
can contribute to misunderstanding. Nevertheless, a commonality amongst frameworks 
is ensuring that key parameters relating to the domains of analytical validity, clinical 
validity and clinical utility are addressed. Furthermore, this is often seen as an iterative 
or cyclical process as opposed to a simple linear one. 

A wide range of groups have an interest in the outcomes of test evaluation processes, 
whether for laboratory diagnostics or prediction models. These include the individuals 
undergoing a test, healthcare professionals, healthcare laboratories, advisors to 
healthcare systems (for example organisations that set out guidelines or assessment 
units that evaluate the evidence), payers (e.g. individuals, laboratories, hospitals, 
departments of health) and regulatory bodies involved in approving healthcare 
products for use either by consumers or health systems. 

Existing frameworks are a mechanism to bring together and critically appraise evidence 
to support decision making. Groups involved in decision making may have different 
thresholds with respect to the quality and quantity of evidence required to support the 
implementation, use or uptake of a novel diagnostic. They may also adopt different 
mechanisms to assess the evidence, based on their perspective and needs. 
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2.6	 Summary
The umbrella term ‘medical tests’ encompasses a broad range of different investigations 
that inform care of an individual. This includes laboratory-based assays as well as 
prediction models. Appropriate evaluation can demonstrate their accuracy and impact 
on healthcare pathways, and aid decision making about their implementation. 

Central to the evaluation process is understanding and defining medical tests in relation 
to their intended purpose and role as part of a healthcare pathway. 

Evaluation can be a relatively simple process or a more complex endeavour, depending 
on the nature of the test and its intended use. 

Laboratory assays such as next generation sequencing and prediction models can be 
complicated to evaluate due to the multiple components that make up or contribute to 
the testing strategy. This not only includes elements of sample or data collection, but 
also software used in analysis (such as bioinformatics pipelines or prediction algorithms 
and their associated tools). The validation and the function of these components may 
need to be considered as part of the evaluation process. 

Methods and processes to address these issues continue to be developed, building upon 
existing frameworks for heath technology assessment and medical test evaluation. This 
is a continually evolving process as both technology and our understanding of disease 
biology progresses.
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3.	Parameters in test 
evaluation 

In this chapter, we provide an introduction to the parameters of test evaluation and 
expand upon mechanisms used to gather evidence, with a focus on genetic tests. 

Key points:
	� Test evaluation is an iterative process that examines evidence supporting 

analytical validity, clinical validity, and utility. 

	� Often evidence is not gathered in isolation for each of these domains and 
assessment requires consideration of the healthcare pathway.

	� Diagnostic accuracy studies are the mechanisms by which clinical validity 
of tests are assessed, this is usually through comparison with a reference 
standard.

	� Different metrics are reported by diagnostic accuracy studies to give an 
indication of the predictive and discriminative properties of a test.

	� Principles of medical test evaluation can be applied to tests incorporating 
polygenic score analysis, however, specific aspects will need to be considered. 
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3.1	 Key parameters in test evaluation
Evaluation frameworks exist for many types of tests with a large number developed 
specifically for molecular and genetic tests. This has been driven by technology 
development and the need to better understand the implications of novel diagnostics 
for healthcare. 

Evaluation frameworks applied to genetic tests do not differ significantly from those 
applied to other tests, and aim to assess:

	� Whether the test can accurately and reliably measure whether a variant is present 

	� If the test accurately measures or predicts the presence, absence or future risk of the 
clinical disorder

	� The positive and negative impacts of carrying out the test

	� The cost of testing 

	� The usefulness of the information obtained from using the test.

Genetic testing can be carried out for different purposes including for confirmatory 
diagnosis, prognostication or susceptibility testing. 

Frameworks for evaluation of genetic tests differ in the ‘type’ of genetic tests they can 
be applied to. This diversity reflects the different considerations required in testing for 
different types of genetic variation (e.g. somatic, germline, etc.), clinical situations, and 
the levels of evidence that may be obtainable. 

Many of these frameworks build on the ACCE (referring to Analytic validity, Clinical 
validity, Clinical utility and Ethical, legal and social implications) model (Figure 2), which 
is the most commonly used framework when evaluating a genetic test [9, 42]. This 
and other frameworks allow for a chain of evidence to be built to support decision 
making. As for other biomarker tests, genetic test evaluation frameworks outline critical 
parameters:

	� Analytic validity of a test defines its ability to measure accurately and reliably the 
component of interest - the technical performance of the assay. For genetic tests, 
analytical validity defines the ability of the assay to measure accurately and reliably 
the genotype of interest. Analytical validity captures a wide range of key analytical 
performance characteristics of the test, such as analytical accuracy, precision, 
analytical sensitivity and specificity, reportable range of test results for the test 
platform, reference range and normal values [43].
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	� Clinical validity of a test defines its ability to detect or predict the presence or 
absence of the phenotype, clinical disease or predisposition to disease. Typically, 
clinical validity is described in terms of clinical sensitivity and specificity, and positive 
and negative predictive values, amongst other metrics. Exact metrics and thresholds 
for interpreting them will depend upon the disorder, setting and purpose of the test. 
This is because these parameters will have an impact on the mix of patients and 
prevalence of disease in these settings. 

	� Clinical utility of a test refers to the likelihood that the test will lead to an improved 
outcome. This is linked to the intended purpose of the test and may examine a range 
of factors such as effectiveness on clinical outcomes, feasibility of test delivery and/
or cost-effectiveness. Final decisions with respect to clinical utility are usually based 
on holistic assessment of test performance characteristics, as well as consideration 
of a host of practical factors such as the impact and consequences of the test use on 
care pathways.

An additional parameter that is outlined as part of the ACCE framework is consideration 
of the ethical, legal and social implications of test use. This includes assessment of 
wider factors that may affect the likelihood that the test will lead to improved outcomes, 
such as access to testing and treatment, insurance, risk of discrimination and legal 
issues regarding consent and ownership of data. 

Figure 2: ACCE model system for collecting, analysing and disseminating 
information on genetic tests. 
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Many frameworks present analytical and clinical validity, as well as clinical utility, as 
separate concepts, which can be demonstrated by using different types of studies 
and in a linear or sequential fashion. For practical purposes, these parameters of test 
evaluation may be established separately, with the basic components of analytical 
validity determined initially, before going on to demonstrate clinical validity and utility. 
However, these different parameters are interlinked, as illustrated by Figure 2. 

Often the same study may be used to obtain information on multiple aspects of 
test evaluation. This especially applies to later phase studies, which may generate 
evidence relevant to both clinical validity and utility, as well as strengthening evidence 
on analytical validity. Interlinked with these parameters is scientific validity. This is 
sometimes described as part of clinical validity and denotes the relationship between 
a biomarker and an outcome. However, it can also be considered as the underpinning 
scientific evidence that enables interpretation of analytical and clinical validity. As such 
we describe this aspect of test evaluation separately in this report. 

Below we describe in more detail how different characteristics of test function are 
determined in the context of currently provided genetic tests. It is not our intention to 
provide a detailed description of how all of these parameters are assessed across the 
genetic testing landscape, but to provide an illustration of the approaches that are 
currently taken. 

3.2	 Scientific validity
The National Institutes of Health Biomarkers Definitions Working Group define a 
biomarker as ‘a characteristic that is objectively measured and evaluated as an 
indicator of normal biological processes, pathogenic processes, or pharmacologic 
responses to a therapeutic intervention’ [44]. Different methods or instruments can be 
used to measure particular biomarkers (e.g. different sequencing technologies). 

Effective use of a biomarker within healthcare requires biomarker validation (i.e. an 
understanding of the relationship between the condition of interest and the biomarker). 
This is sometimes referred to as the scientific validity of tests. The types of evidence 
and the strength of the disease association required for scientific validity can vary 
depending on the type of biomarker, type of test and test purpose. 

For genetic tests, demonstrating an association between the genetic marker(s) and a 
trait is referred to as scientific validity. However, the quality and quantity of evidence 
supporting the association between specific genetic biomarkers and a trait can be 
variable. This has led to the development of frameworks and guidelines that can assist 
in determining the validity of specific gene-disease associations. These are discussed 
further below. 
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Determining gene-disease relationships – Mendelian disorders 
Genetic tests used in the context of rare Mendelian disorders aim to either diagnose 
an existing condition or predict its future occurrence with a high degree of accuracy. 
Therefore, genetic analysis requires sufficient confidence of a gene-disease association, 
as well as the particular variants in that gene that are pathogenic. 

Genetic tests may either analyse sequences that have already been classified as 
pathogenic or identify novel variants that need to be classified. For example, the use 
of next generation sequencing for whole genome or exome sequence analysis in those 
with rare diseases can lead to discovery of novel variants that require classification. 

Over time, a variety of different resources and guidelines have been created to enable 
assessment of the scientific evidence supporting gene-disease and variant-disease 
associations. Numerous online databases of human genomic variation exist, including 
databases containing variant-disease associations (e.g. OMIM® [45], ClinVar [46]). In 
addition, initiatives such as the NIH funded ClinGen have developed a framework for 
reviewing data on gene-disease associations for Mendelian disorders [47]. This has 
enabled the creation of the Clinical Genome Resource, which provides clinicians and 
researchers with information on the clinical relevance of genes and variants [48]. These 
resources can be used to assess the scientific validity of particular gene/variant-disease 
associations. 

The move from more targeted genetic analysis to the use of whole genome or exome 
analysis may uncover novel variants in diagnostic settings and has created challenges 
for determining gene-disease associations. Guidelines for the interpretation of findings 
from such analyses have been created to address this challenge. In 2015, the American 
College of Medical Genetics (ACMG) in collaboration with the Association for Molecular 
Pathology (AMP) published guidelines to enable a more systematic approach to variant 
interpretation for Mendelian disease diagnosis [49]. 

The ACMG framework details different levels of evidence for or against pathogenicity 
and outlines rules for combining evidence sets in order to classify variants into one 
of five categories. The ACMG-AMP guidelines have been further developed by the 
ClinGen Sequence Variant Interpretation (SVI) working group. These guidelines have 
been adopted internationally, including by the Association for Clinical Genomic Science 
(ACGS) in the UK in 2016 [50]. 

Disease-specific variant expert panels have also been established and are generating 
disease/gene specific guidelines (e.g. Huntington’s disease, Lynch syndrome or cystic 
fibrosis) [51]. 

As these guidelines are established to standardise the weighting of evidence for 
different diseases to determine a causational relationship, they may not be relevant to 
all types of genetic testing, for example in common diseases, where genetic data can be 
used as a proxy for the true variant involved in disease. ClinVar has a specific sub-group to 
consider development of evidence-based assessment of actionability of PGS [52, 53].  
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Determining gene-disease relationships – other disease areas
The availability of curated databases to inform interpretation of gene/variant-
phenotype associations also impacts on the use of genome analysis in other settings. 
This includes therapeutic decision making, such as in somatic changes in tumours, 
or the wider surveillance and management of risk, such as WGS for identification of 
antimicrobial resistance in bacteria. These differential uses impact on the guidelines 
that are developed for variant interpretation for these specific purposes. For example, 
standards and guidelines have been proposed by joint consensus of the Association for 
Molecular Pathology, American Society of Clinical Oncology and College of American 
Pathologists that categorise somatic variants into four tiers based on their level of 
evidence for clinical significance in cancer diagnosis, prognosis and/or therapeutics [54]. 

These above examples illustrate that different approaches are taken in establishing 
validity of different genomic biomarkers. Furthermore, there are issues and challenges 
when developing the scientific evidence base necessary to ensure the validity of the 
adoption of genomic tests for any application within healthcare. 

Ongoing research and validation are essential for determining the accuracy with which 
available databases and tools can inform clinical decision-making. While existing 
frameworks may not be directly transferable to polygenic scores, they provide an 
illustration of the different approaches that are often needed for different biomarkers. 

3.3	 Analytical validity
An understanding of the relationship between a biomarker and disease is also 
influenced by the instrument(s) used in these measurements. Therefore, any instrument 
used in analysis of the biomarker should also be validated to show that it can accurately 
and reliably measure the intended analyte(s), e.g. proteins, genetic variants, lipids. This 
includes both the physical and computational elements of the instrument that the test 
comprises. Ideally, performance should be assessed in the context of test use, i.e. in the 
intended population of use and in real world settings e.g. using clinical sourced samples 
instead of or in addition to artificial samples when evaluating performance.

Analytical validity aims to determine whether the assay detects what it claims. Similar 
to other biomarker tests, the analytical validity of a genetic test is determined through 
interrogation of the accuracy and precision of both the wet and dry lab (bioinformatic) 
components of assays. Assays employed in genetic testing can take a variety of forms, 
and be used to interrogate a specific variant, a small-subset or a range of genes 
through to whole genome sequencing. Therefore, in determining analytical validity, it is 
often useful to define the assay type and region that will be interrogated (e.g. targeted 
variant, panel of genes, whole exome, whole genome, etc.). 
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It is important to note that different regions in the genome may be more or less difficult 
to sequence and, additionally, identification of certain types of genetic changes may 
be limited by the chosen technology. Examples of this include complex structural 
rearrangement, GC-bias, or regions which are highly repetitive or highly homologous to 
other regions in the genome, such as pseudogenes. 

Regardless of assay type, the parameters for assessing the analytical validity of 
wet-lab procedures are well established. A more pressing issue is determining the 
analytical validity for the computational elements, particularly bioinformatic analysis 
of the sequencing data and the interpretation of variants identified. Furthermore, it 
is impossible to fully separate the wet and dry lab components of sequencing when 
considering analytical validity. 

Clinical genome analysis is increasingly being delivered using NGS technologies, with 
different bioinformatics driven strategies used to address different clinical questions. 
Thus, while genetic tests can take a variety of forms, they are broadly based on using 
the same underlying technology and fundamental methodological principles. This can 
simplify some aspects of the validation process, especially as in early phases of the 
test development cycle, the focus of evaluation is on technical feasibility and analytical 
validity, which may be shared across tests. However, as large parts of current genome 
analysis pipelines are driven by bioinformatics (the mechanism by which raw sequence 
data is processed to enable interpretation), tools used for these processes also need to 
be validated. 

Bioinformatic analysis is performed in pipelines with key stages including:

	� Quality control

	� Alignment

	� Variant calling, variant filtering and variant interpretation

	� Variant confirmation.

The purpose of effective bioinformatics analysis is to detect all actual/true/real genomic 
variation in the examined sequence and to accurately identify and discount false/
unreal variation, allowing for subsequent accurate interpretation of true variants and, 
within a clinical context, reporting by a trained healthcare professional. Bioinformatic 
workflows are designed for a specific assay and may not be as accurate when used in 
combination with different wet lab protocols. 

Important considerations include: 

	� Intended sample type

	� Hybridisation versus amplicon gene panels

	� Different sequencing platforms. 
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A recent study highlighted that a significant amount of the complexity of NGS 
workflows relates to decision making for bioinformatics pipelines, as well as explaining 
a significant amount of the variation in results from NGS tests [55]. 

The choice and customisation of these analysis pipeline(s) can have a profound effect 
on the interpretation of genomic information, for example resulting in miscalling of 
bases or misalignment of sequences. Low concordance identified when using different 
combinations of aligners and variant callers may be explained by a number of factors 
including choice of sequencing platform, variants of interest, and GC content [56]. 
Different bioinformatics tools are also available for analysis of DNA or RNA, germline 
or somatic, single nucleotide variants (SNVs), small insertions and deletions (indels), 
or larger complex genetic variants (such as copy number variants (CNVs) or structural 
variants) [57]. 

One approach to overcome the limitations of individual bioinformatic tools is to combine 
tools to increase sensitivity by integrating the results of multiple variant calling tools. 
However, any conflicting results between these tools can create additional complexity, 
whereby further work is needed to determine true variation prior to interpretation.  

Criteria to define appropriate analytical validity and quality management systems 
(QMS) for the bioinformatic pipeline as a constituent of sequencing-based tests are 
essential to ensure the reliability and replicability of results. Improperly developed, 
validated, and/or monitored pipelines may generate inaccurate results that may have 
negative consequences for patient care. For this reason, clinical bioinformatics pipelines 
developed to analyse clinical NGS data require a robust quality assurance programme 
for both ongoing monitoring of metrics and pipeline updates. 

Continual software updates and data sources for annotation makes the development, 
validation and deployment cycles of bioinformatics pipelines challenging. Bioinformatics 
pipelines require revalidation in an iterative process, performed using reference 
standards to ensure reproducibility, with systems to track versions and implementation 
dates [58]. 

Testing mechanisms within these revalidation processes, in an approach known as 
‘deep testing’, enable identification of any errors or changes to test performance. 
Proficiency testing of laboratories ensure comparability and reproducibility of results 
across laboratories. However, there are limitations to the reliability of this process, 
including 1) only reporting actionable variants; 2) differences in the gene targets 
between NGS workflows (e.g. targeted panel versus WES); and 3) differences in assay 
analytical validity [57]. 

Establishing the analytical validity of assays such as NGS technologies where multiple 
elements influence data acquisition has been complex. The utilisation of several 
bioinformatics elements as part of the pipeline contributes to this complexity. This is due 
to the variety of bioinformatics tools available, as well as their constant evolution over time. 
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Currently, there is a high degree of variability in the approach taken in molecular 
genetics and pathology to establish and validate bioinformatics pipelines [59]. As 
we discuss later in the report, there are similarities between these elements and PGS 
analysis, which is also reliant on several computational elements. Experience from the 
assessment of NGS technologies can be useful in informing approaches for assessing 
the analytical validity of polygenic score analysis. 

3.4	 Clinical validity
As described above, the clinical validity of a test defines its ability to detect or predict 
the presence or absence of the phenotype, clinical disease or predisposition to disease 
in the context of its use. There are other terms that can be used to refer to this particular 
aspect of a test, including diagnostic accuracy, clinical performance and predictive 
ability. 

In the sphere of genetic testing, clinical validity is the most commonly used term and 
refers to the predictive ability of an assay in a defined population for a particular 
purpose [9]. Clinical validity is often predicated on showing the association between 
biomarker and disease as well as the ability of an assay to detect the biomarker. This is 
because a test lacking sufficient analytical performance will not have reliable detection 
or predictive abilities, similarly a lack of scientific validity is likely to result in a test with 
poor diagnostic or predictive performance. 

It should be noted that the definitions of some of these terms, especially those of 
prognosis and predictive, vary between different fields, in some cases being used 
interchangeably [60, 61]. For example, in the field of genomics, tests are typically 
categorised as diagnostic, when used to help diagnose an existing phenotype, or 
predictive, when used to predict the occurrence of a future disease phenotype [62]. As 
the convention in the test evaluation field is to use the term ‘prognostic tests’ to refer to 
those that predict future disease phenotype, we will use this term. 

The term ‘predictive test’ is used to refer to those that predict patient response to a 
specific intervention or treatment. In this case a key outcome of interest is change in 
patient outcome rather than the ability of the test to detect or predict a condition of 
interest. Such tests are assessed using different studies and are not the focus of the 
discussion below. 

Diagnostic and prognostic tests are typically evaluated following assessment of 
diagnostic accuracy studies. These studies produce metrics and evidence that 
demonstrate how well a test performs when used in the intended clinical context, 
and that the outcome of the test correlates with an outcome relevant to its intended 
purpose. Such studies are cross-sectional and compare the performance of the test 
being evaluated (the index test) to a reference standard. 
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The reference standard is usually that which is considered the ‘gold standard’. For 
some conditions such as high blood pressure, well validated reference standards are 
available. However, in other cases there may be no clear reference standard available, 
for example if a condition is less well characterised and/or is hard to accurately 
characterise using existing methods. Sometimes the ideal reference standard may exist 
but not be practical for use in a such studies, for example if complex high-risk surgery is 
required. In these situations, an alternative reference standard may be used. 

Sufficient evidence to demonstrate whether a particular test has clinical validity may be 
obtained from a single comprehensive study, or from a variety of studies demonstrating 
different test performance parameters. The choice of exact study design to generate the 
evidence needed for clinical validity will be influenced by the intended purpose of the 
test. Factors that need to be considered include:

	� The position of the test in the clinical pathway

	� Whether it will be used together with other tests

	� Interventions that may follow

	� Whether it is being used in a diagnostic or prognostic context. 

Studies may also be designed to enable comparison of more than one test (comparative 
accuracy studies). 

For prognostic tests, it is essential to define the time period over which patient follow-
up occurs following the use of the index test. This could be determined based on the 
intended interventions following test use. For example, a test to predict the risk of 
developing prostate cancer used in men aged 40 may appear to be highly sensitive 
and specific if evaluated after a 50-year time period, by which time some men will have 
developed prostate cancer. But test sensitivity and specificity metrics calculated over 
this time frame are meaningless if the test is intended to be used to identify those men 
who are more likely to develop cancer over the next ten years. 

Metrics or measures used to assess the performance of a test can vary [63, 64]. 
Measures that are provided will be influenced by whether the test results are 
dichotomous (e.g. test results are positive or negative or individuals are classified as 
diseased or non-diseased) or non-dichotomous. In either case, these measures are 
not fixed properties of a test and will be influenced by population characteristics, such 
as disease prevalence, setting and study design. The most commonly used metrics in 
relation to clinical validity of a test are clinical sensitivity and specificity, and positive 
and negative predictive values [65].

Sensitivity and specificity are useful baseline metrics to compare test performance, 
but may not be useful in helping clinicians understand whether a result for a particular 
individual is likely to be true or false, which is critical for clinical decision making [66].  
Therefore, metrics such as PPV and NPV may be reported to enable clinicians and 
decision makers to understand the impact of carrying out the test. 
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These metrics will vary depending on the prevalence of the condition of interest in the 
relevant population. However, such analysis is only applicable where test results are 
dichotomous or there is a clear threshold for test positivity. 

Where a test is non-dichotomous and/or has multiple different thresholds for positivity 
other measures may be more suitable. Receiver operator curves (ROC) can be used 
to visualise the relationship between sensitivity and specificity. The area under the 
receiver operating curve (AUROC or AUC) is often used to indicate the discriminatory 
performance of a test. The curve can be used to determine the specificity at a certain 
sensitivity cut-off point or vice versa, which can help decision makers in determining 
particular thresholds or cut-off values for test use. Test thresholds or cut-off values can 
be selected in advance of test performance evaluation, based on values that are useful 
for the intended clinical purpose. However, for novel tests or use cases, this may not 
always be apparent. In such cases, optimal thresholds may be reported based on data 
generated by the study.  

In addition to measurements of specificity and sensitivity and predictive values, other 
information relating to test performance is also considered when assessing clinical 
validity. For example, the size of the confidence intervals and p-values related to 
different measurements can provide information of whether a test is significantly better 
at identifying a condition of interest than a comparator. 

In the context of Mendelian disorders there are some specific additional considerations 
in relation to determination of clinical validity that are considered for all these uses. 
Factors such as penetrance (probability that a disease will appear when a disease 
related genotype is present), variable expressivity (range of severity of signs and 
symptoms) and pleiotropy (the same variant affecting multiple traits) will all have an 
impact on interpretation of studies, and on determining clinical validity [67]. 

It is also important to consider time between testing and outcome in appraisal of 
studies. This is especially important in the context of predictive genetic tests, that is, 
those that aim to assess the future risk of developing a specific condition. 

As with other types of biomarkers, the types of studies that can inform evaluation of 
tests based on genetic biomarkers will depend on the intended use of the test as either 
a diagnostic, prognostic or predictive biomarker. 

3.5	 Clinical utility
Any new change of healthcare practice, including the introduction of tests, typically 
requires demonstration of value. Clinical utility has no singular or agreed definition and 
is a broad term that is used to denote usefulness or value. In the context of healthcare 
associated tests, there are two main considerations that influence decisions about 
usefulness, firstly on the information or data obtained from a test and how it can 
improve outcomes; and secondly on the value placed on implementing a test within the 
context of its use. 
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Some tests may be easier to use and implement in comparison with others, and this 
needs to be considered along with the information they provide. These aspects can be 
viewed from numerous perspectives: public health, clinical, personal or social; and are 
intricately linked with the purpose and context of testing.  

Whilst demonstration of clinical utility is often considered the endpoint, the preceding 
steps do contribute to an overall assessment of usefulness. For example, analytical 
validity (the ability of a test to correctly detect an analyte) demonstrates one aspect of 
overall test performance, and it is unlikely that tests that perform poorly would have 
utility. In addition, assessment of scientific validity (biomarker-disease association) and 
clinical validity (test performance in a clinical setting) are important stepping stones 
towards demonstration of clinical utility. This is especially pertinent within the context 
of health services, where tests that are taken forward are usually expected to have 
sufficient evidence of analytical and clinical validity. 

There is generally an absence of a set threshold for test performance parameters, 
as these are influenced by the context and purpose of the test. For example, in some 
scenarios a test with low sensitivity and specificity may be acceptable, but in others it 
may not. However, critical to the test evaluation process is understanding the disorder 
and healthcare setting or pathway into which the test or testing strategy will be 
integrated. This may mean that in some instances a genetic test may be used alongside 
other tests to inform decision making.

Final decisions with respect to clinical utility are usually based on a summative 
assessment of test performance characteristics, as well as consideration of a host 
of practical/pragmatic factors such as the impact and consequences of the test use 
on care pathways. Broad areas for further consideration therefore include the safety, 
effectiveness and efficacy of tests.

Evidence in support of clinical utility can relate to these different elements. It may come 
in different forms (i.e. quantitative or qualitative); and may potentially come from a 
variety of studies, as opposed to a single study, especially as test use can have both 
direct and indirect outcomes on healthcare pathways. Sources of evidence that are 
deemed acceptable may vary, ranging from diagnostic accuracy studies and RCTs to 
modelling studies and observational data, depending on the intended purpose and 
context of testing. 

End-to-end studies, which capture evidence of both diagnostic accuracy and the 
different impacts of a test, can be arduous and expensive to undertake. Thus, decision 
makers may use a linked evidence approach to bring together test accuracy data with 
existing evidence on the condition and treatment pathways to determine the impact 
of test use. This means that while it is important to have evidence of clinical utility, 
the presence of clinical validity data can enable this assessment without the need for 
further studies. 
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3.6	 Summary
There is widespread acceptance that genetic biomarkers are a useful part of healthcare 
practice. However, genetic biomarkers and genetic tests are not a single entity. While 
diseases have a genetic component, the exact nature of variants identified and linked 
to particular diseases and traits differs. Different techniques and technologies are 
used to measure specific types of genetic variation, from single nucleotide changes to 
the insertion or deletion of long stretches of DNA. In addition, the scientific evidence 
supporting association between genetic variants and observable traits also differs. This 
can create a challenge for assessing the scientific basis of particular tests and their 
usefulness as part of clinical practice. 

As with other biomarker-based tests, the information from genetic tests are used 
under different circumstances to answer distinct questions. In the past, there has 
been a tendency for the focus in genetic test evaluation to be with the technology and 
what it can be used to identify. This is probably because in early phases of the test 
development cycle, the focus of evaluation is on technical feasibility and analytical 
validity, with later evaluation phases shifting to capture evidence relevant to clinical 
validity and clinical utility. Initial challenges in evaluation of sequencing technologies 
have been addressed by defining the clinical context for testing, the testing strategy, 
and standards for interpretation. 

Frameworks and guidelines utilised by health professionals are undergoing continuous 
expansion and refinement. While genetic test evaluation frameworks have largely 
been used in the context of tests developed for Mendelian disorders, the principles they 
encompass can also be applied to the analysis of common low penetrance variants. 
We explore this more fully in Chapter 6 along with its intersection with risk prediction 
modelling, which is described in Chapter 4.



Evaluating 
risk 

prediction 
models



Evaluation of polygenic score applications

4.	Evaluating risk prediction 
models

In this chapter, we provide an overview of the evaluation of risk prediction models and 
discuss differences in the conceptualisation of validity between genetic test evaluation 
and prediction model evaluation.

Key points:
	� Validation of risk models, like evaluation of medical tests, requires consideration 

of context and purpose first and foremost. 

	� Model validation studies examine the predictive and discriminative properties of 
models using different datasets.

	� There are overlaps in metrics reported by model validation and test evaluation 
studies in relation to test performance characteristics.

	� Additional measures may be reported by model validation studies, including net-
reclassification index (NRI) and integrated discrimination improvement (IDI). 

	� External validation of models can provide information on the clinical validity of a 
model, especially when there is alignment between the use case population and 
external validation dataset. 

	� Utility of models is assessed through examination of performance metrics or 
employing methods such as decision curve analysis (DCA).



38PHG Foundation

Evaluation of polygenic score applications

4.1	 Model validation studies
Evaluation is conducted at different stages in model development using statistical 
approaches to help inform its development as well as assessment of whether particular 
models are suitable for implementation. Model validation studies determine how well 
particular models predict risk and for which populations. This involves examining 
model performance in different datasets. Key parameters that are examined are 
model calibration and discrimination, these and other measures used to assess model 
performance are described in Section 4.2. 

Validation studies can be differentiated by the datasets used. Internal validation refers 
to evaluation in datasets similar to that used in model development. For example, 
validation may be conducted using a subset of the data used to develop the model 
or using statistical approaches such as bootstrapping. Such studies can be used to 
test whether particular modelling approaches work and are optimal. They can also be 
used to determine if the model works for the target underlying population. As model fit 
and performance are usually better in the dataset used to develop the model, internal 
validation may provide optimistic results in relation to model performance. 

External validation in an independent dataset is recommended to better determine 
performance and generalisability of the model [28]. External validation uses datasets 
outside of those utilised in model construction. This step can allow understanding of 
the generalisability, transportability and/or clinical validity of a model. Such studies also 
allow assessment of whether adjustment of the model can improve functionality in 
different settings or enable tailoring to particular circumstances. 

External validation can provide information on the clinical validity of a model, especially 
when there is alignment between the use case population and external validation 
dataset [68]. It is often an implicit assumption that external validation datasets 
are equivalent to the population of use; however, this may not always be the case. 
Furthermore, while it is widely accepted that external validation of models is an 
important step prior to implementation, the extent of external validation needed prior to 
implementation is unclear [69]. 

4.2	 Key parameters assessed in model validation studies
Key parameters that are assessed in model validation studies are calibration and 
discrimination. ‘Model fit’ or calibration examines discrepancies between predicted 
and observed values and is usually examined by plotting observed outcome against 
predicted risk. Well-calibrated prediction models have a slope equal to 1, with predicted 
risk falling along the reference line. If predictions are higher or lower than observations, 
there is deviation from the reference line. Calibration in an external dataset is important 
to assess if the model functions as well outside the datasets with which it was 
developed. 
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The discriminative ability of a model indicates the ability of the model to distinguish 
between those who will develop an outcome and those who will not. This can be 
measured using the C-statistic or C-index, which is equivalent to the area under the 
receiver operating curve (AUC) for binary outcomes. The measure ranges from 0.5 
(no discriminative ability) to 1 (perfect discriminative ability). Models that produce risk 
distributions for cases and controls with less overlap result in a higher AUC (see Figure 3). 

Similar to tests that are non-dichotomous, it may be useful to examine combinations 
of sensitivity and specificity for models at different thresholds. This is useful as clinical 
decisions are often made in categorical or dichotomous ways and have thresholds, so it 
can be useful to know the number of people above or below particular thresholds. 

Importantly, AUC provides information on the discriminative capacity and does not 
summarise the clinical impact of the model, as there is no set threshold for AUC that 
can be considered optimal. The optimal AUC is dependent on the intended use of the 
model. Situations where accurate disease classification is needed (e.g. diagnosis or 
identification of sub-groups for an expensive intervention) will require a higher AUC. 
Conversely, population stratification into risk categories for differential management 
where interventions are inexpensive or have little harm may not require as high an AUC.

Figure 3: Risk distributions of cases (purple) and controls (orange) on the basis 
of a particular threshold (dotted line). 

The area under the ROC curve (AUC) is shown below each risk distribution (adapted from Janssens & 
Martens. Introduction to prediction research 2018 [70]).
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AUC is the most commonly used measure of predictive ability of a model. Increases 
in AUC are often examined to assess improvements in predictive ability of models 
when new predictors are added or to compare two models. However, this metric has 
been criticised as being an insensitive measure that is not able to fully capture all 
aspects of predictive ability [71]. This is because increases in AUC are usually small 
when predictors with small effect size are added, especially if the existing model is 
already able to discriminate between cases and controls effectively. This has led to the 
development of alternative metrics to evaluate model performance, such as increase 
in risk difference - integrated discrimination improvement (IDI) or net re-classification 
index (NRI).

IDI compares the difference in average predicted risk for cases and controls for two 
prediction models. For example, average risks in models with and without genetic 
factors can be compared. If the addition of genetic factors results in better separation 
of cases and controls, this would result in a positive IDI value. If there is an increase 
in risk differences between the two models, this serves to indicate that improved 
discriminative capacity has been achieved.

Model performance may also be evaluated by examining impact on reclassification of 
individuals across thresholds. Examination of reclassification using measures such as 
NRI can allow assessment of whether the addition of predictors results in differential 
classification of individuals across thresholds. For example, the addition of predictors 
(e.g. polygenic score) to an existing model (e.g. QRISK® [72]) can lead to changes in risk 
distribution and predicted risks, this in turn can lead to re-classification of events across 
thresholds, which in turn lead to different treatment decisions. 

Measures such as the NRI assess the improvement in discrimination for specific risk 
thresholds, but are influenced by the value and number of thresholds [73]. 

4.3	 Determining clinical utility of models
The clinical utility of a risk model depends first on its ability to accurately and correctly 
stratify a population. Correct stratification then allows for division into categories with 
sufficiently distinct risks resulting in an impact on provision of interventions. Division 
into various risk categories can be done for a number of reasons, such as to provide 
different interventions to those who fall into different categories. Categorisation 
depends on various factors, including the absolute risk of disease, the available 
strategies for disease prevention in the population and the risk-benefit implications of 
the interventions. 

Similar to medical tests, utility of models may be assessed on the basis of metrics of 
diagnostic performance such as sensitivity and specificity [74]. This is possible when 
thresholds for performance and clinical impact are clear. However, in many cases this is 
not apparent.
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Impact studies and decision analytic studies (DCA) have been proposed as mechanisms 
to examine the effect of model use on clinical pathways [75]. In DCA a clinical judgment 
of the relative value of benefits (treating a true positive case) and harms (treating a 
false positive case) associated with prediction models is made. As such, the preferences 
of patients or policy makers are accounted for by using a metric called threshold 
probability. A decision analytic measure called net benefit is then calculated for each 
possible threshold probability, which puts benefits and harms on the same scale [76]. 

4.4	 Summary
Frameworks for the evaluation of risk prediction models exist and can be used in the 
appraisal of polygenic score models. Many of the parameters that are evaluated are 
broadly similar to those outlined in the previous chapter. However, terms such as 
scientific and analytical validity are rarely used in reference to prediction models. This 
is probably because most of the data parameters come from existing validated tests, 
such as a cholesterol test. Nevertheless, internal validation may cover some of these 
aspects through examining the predictive ability of different modelling approaches 
and their reproducibility. External validation then allows assessment of the predictive 
accuracy of models in alternate datasets, to examine their potential applicability and 
generalisability. These processes may lead to adjustments being made to the model 
to improve its calibration and discrimination, and thereby functionality in alternate 
datasets. 

Model clinical validation studies provide information that is required for assessing 
clinical validity, by demonstrating how well a model can stratify a population into risk 
groups, on the basis of thresholds that are clinically relevant, such as those in existing 
guidelines. The use of these thresholds can enable measurement of how a particular 
model classifies individuals in comparison to the true disease status of the individual 
(i.e. true negative, true positive etc.). In practice such studies may be conducted using 
existing research cohorts prior to evaluation in real-world settings. 

Evaluation of risk models, similar to the evaluation of medical tests, requires considering 
context and purpose first and foremost. Different parameters of model performance 
can then be appraised to assess if the model has been developed and validated 
appropriately. 

The starting point of prognosis research should be the development of models to 
address a clinical need. Therefore, clinical validation parameters can in theory be more 
closely aligned with demonstrating utility. This means that in addition to parameters 
such as sensitivity and specificity, additional measures such as NRI and IDI may be 
reported. However, as mentioned previously, the variation in standards in reporting of 
model performance can create difficulties for those evaluating the evidence base [77]. 
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There is large variability in the quality of models that are produced, and in the degree 
to which their predictive performance has been assessed and validated in appropriate 
datasets [21]. In addition, many models have been produced that do not provide a 
clinically relevant endpoint in relation to management. This has led to very few models 
being implemented or used as part of clinical practice [38, 78]. 

The introduction of models into clinical practice is not always a simple process and has 
often been compared to that for complex interventions due to the multiple interacting 
components that are needed, and which together impact on downstream outcomes 
[75]. These include model predictions, user understanding of model outputs, available 
interventions, and how use of the model may impact on administration or adherence to 
interventions.
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5.	Polygenic scores, models 
and tests 

In this chapter, we provide an introduction to polygenic scores, outline some of the 
terminology in this field, and include a description of the key components required for 
polygenic score analysis. The term polygenic score is often used interchangeably to 
describe the result produced by a polygenic score model, the underlying model that 
generates this score, as well as the overarching test strategy employed in such analysis. 

The conflation around terminology for polygenic scores, and the components that 
make up each stage in the process, can make navigating test evaluation confusing. We 
attempt to clearly define each component to better identify the criteria that could enable 
evaluation.

Key points:
	� Polygenic scores (PGS) can be considered a set of proxy genetic biomarkers. 

Each needs to be considered separately.

	� The term polygenic score analysis can be used to describe the process of 
obtaining a PGS.

	� PGS analysis can be used in different clinical contexts, giving rise to different 
tests. 

	� PGS analysis pipelines comprise different elements and can be composed in 
different ways. 

	� Achieving clarity as to what elements form or contribute to any particular 
pipeline or testing strategy is useful in considering how to approach validation 
of these components and the pathway as a whole.
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5.1	 What are polygenic scores?
Research has identified many common genetic variants in the form of single nucleotide 
polymorphisms (SNPs) associated with disease. However, each variant only has a small 
effect on disease risk. Given that individuals each have different sets of these variants, 
using these SNPs individually for risk prediction is untenable. However, examining their 
collective impact has been shown to be a potential mechanism to better utilise this 
information. This can be achieved by aggregating information across SNPs into a single 
score. 

Different terms are used to refer to this score, such as polygenic risk score (PRS) or 
genetic risk score; we use the term polygenic score or PGS throughout this report. These 
scores can provide a single measurement of the cumulative effect of a large number of 
low-impact genetic changes for a specific trait or disease. 

Polygenic scores for any given trait are normally distributed in a population, providing 
a spread of risks. For an individual, it may be informative to know their polygenic score 
and where they lie in the spread of risk for a disease.

Polygenic scores are a proxy marker of genetic liability to a trait, especially at the 
individual level [79]. This is because they are not simply a measurement of the presence 
or absence of pathogenic genetic variants, but rather a calculation based on analysis of 
different SNPs across the genome using a predictive algorithm. 

At the individual level, polygenic scores are not deterministic or highly predictive [79, 
80]. In addition, the pattern of inheritance of individual or combination of variants 
contributing to disease is not Mendelian, meaning that the implications for family 
members remain unclear.

Factors that contribute to the relatively lower predictive ability of PGS at the individual 
level include incomplete knowledge of causal SNPs and their impact on particular 
traits and diseases. Furthermore, as PGS are a calculated measure, any errors or 
uncertainties in the underlying datasets that were used in developing the predictive 
algorithm to calculate them will carry through to the final score. These factors impact on 
interpretation of information from analysis at the individual level. 

Polygenic scores can be used to identify sub-populations that might be at increased 
risk of an outcome (such as developing a specific disease), but there will be uncertainty 
as to the exact individuals within that population that may develop that particular 
outcome.
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In addition, while polygenic scores can be considered stable due to their genetic 
underpinning, they are not simply a measurement of genetic variantion. Therefore, 
as scientific advances are made in uncovering true causal SNPs and methods in 
calculating polygenic scores evolve, interpretation of risk associated with the genetic 
variants and polygenic score analysis will shift. This means that similar to other 
genomic biomarkers, whilst the underlying variants contributing to a particular PGS 
can be considered ‘stable’, as our knowledge of the relationship between genomics 
and disease evolves, so will our ability to develop methods to accurately measure and 
interpret genomic risk profiles based on this information.

Taken together, this means that polygenic scores provide some information on genetic 
contribution to risk of disease. However, this only captures a proportion of overall risk, 
which may be further modulated, especially in the case of complex diseases by non-
genetic factors. Nevertheless, PGS can be used as an additional piece of information 
along with other information about an individual to refine risk assessment. 

Polygenic scores are likely to be more useful and informative for certain diseases 
and contexts than others. For example, the distinct genetic architectures of different 
cancers (i.e. different types and effects of SNPs) affect the current and future optimal 
performance of polygenic score models and their predictive ability [81]. Moreover, at 
the moment we still need to develop the evidence-base for use of PGS analysis within 
specified care pathways. This requires a better understanding of what the information 
from PGS analyses means or adds, and the implications of their use in different care 
pathways. 

5.2	 Polygenic score models
As described above, polygenic scores are a calculated measurement, usually expressed 
as a weighted sum of the SNPs associated with a disease. Historically, calculating a 
score relied on simple processes for weighting a few SNPs, but this has evolved over 
time as more SNPs associated with disease have been discovered. Current processes 
still calculate a PGS as a weighted sum of SNPs, but more complex statistical modelling 
is used to select SNPs and assign weights. 

The algorithm developed for calculation of a score can also be referred to as a polygenic 
score model. However, as described below, this is a broad term used to refer to a variety 
of different types of models, many of which are developed for research as opposed to 
use in a clinical setting. 

Polygenic score models developed for use in clinical settings function in a similar way 
to other clinical prediction algorithms or tools that collate risk factor information to 
estimate the likelihood of a particular outcome. In this case, they collate information 
across SNPs, and apply an algorithm or prediction model to estimate the likelihood of 
a particular outcome. In a similar way to the development of other clinical prediction 
algorithms, a number of steps contribute towards constructing PGS-based prediction 
algorithms (See Figure 4). 
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Basic scientific research is required to: 

	� Identify SNPs that can form the basis of a specific score

	� Develop statistical methodologies that can be used to aggregate SNP information

	� Examine the relationship between the PGS and specific traits.

On the basis of this knowledge, different risk models can be developed that may have 
relevance for clinical use. These may then be used as a basis to create a novel clinical 
risk prediction algorithm or integrate the new risk factor (i.e. PGS) into an existing 
clinical prediction algorithm. 

Figure 4: PGS algorithm development cycle

5.3	 The development of a PGS prediction algorithm
Figure 4 provides an overview of the steps in the development of a PGS prediction 
algorithm. We describe each of these steps in more detail below. 

Identification of SNPs
Genome Wide Association Studies (GWAS) assess the association between common 
variants and particular traits. These studies undertake genotyping in cases and controls 
to uncover variants that are present more frequently in one group. They provide most 
of the source data for construction of PGS models; this information is used in variant 
selection as well as weighting. 
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While particular variants may be more frequent in cases or controls, it does not mean 
that they are causal. This is because non-causal variant(s) may be associated with a 
trait as a result of linkage disequilibrium.  GWAS therefore may give an indication of an 
area where a SNP that is causal in disease is located, but often do not identify the exact 
causal variant. Further studies such as fine-mapping and functional studies need to be 
conducted in order to elucidate the exact causal SNP and its relationship to disease. For 
many diseases and traits, this has yet to be undertaken.

The primary output of these GWA studies is information on particular variants, the 
strength of the evidence of an association with the trait (p-value), an estimate of their 
effect size and direction of the effect. This information is used to inform the SNPs and 
weights used in PGS models. Significance thresholds are set in GWAS to ensure that 
identified associations are robust. However, it has been shown that the predictive ability 
of PGS models can be improved by including SNPs that fall below these thresholds.   

Linkage disequilibrium

Linkage disequilibrium (LD) describes the non-random association between alleles 
at different loci on the same chromosome. Alleles in LD appear together more or less 
often than expected by chance.    

Model building algorithms.
Polygenic score models are constructed using a variety of statistical methodologies 
to bring together information across variants and then used to calculate a polygenic 
score [82-84]. The main difference between various models is in the statistical methods 
used to choose variants and fine-tune the weights assigned to them. These statistical 
methods can be referred to as model building algorithms. 

Model building algorithms are constantly evolving and will continue to do so. Different 
approaches may be more suitable for particular traits with particular genetic 
contributions and/or datasets. It is usual practice to develop a variety of models initially 
and investigate their predictive ability and the relationship between the polygenic score 
they produce and an outcome or trait of interest in internal and external datasets. These 
initial steps often test the modelling process as opposed to the final clinical prediction 
algorithm.

Polygenic score model: Generated using data usually from GWAS. The model is a 
set of SNPs and their weights.

Polygenic score: Application of a polygenic score model to calculate a number (a log 
relative risk) in an individual. 
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Development of a clinical prediction algorithm
The initial models calculate polygenic scores as relative risks and the comparator/
reference used in relative risk estimation can vary. These relative risk models are 
used to conduct further research and develop understanding of the role of genetics in 
disease. If initial models are shown to be promising in research settings, they may be 
further validated and developed for use as clinical prediction algorithms. To enable this, 
initial models may need to be adapted to provide appropriate population specific risk 
prediction. For example, this will require consideration of the distribution of PGS and the 
outcome of interest in the target population [85]. The initial model may also be adjusted 
to enable functionality in different populations or contexts, such as different ethnicities 
(see next section).  

Absolute risk models or integrated risk models (PGS and other risk factors) may also 
be constructed based on initial relative risk models and potentially using additional 
datasets. This means that when polygenic score models are discussed, it may be in 
reference to different forms of risk models along the continuum shown in Figure 5 [86]. 

The development, testing and evaluation processes all contribute to informing the 
final clinical prediction algorithm and tailoring its specific use. This may require the 
development of separate algorithmic elements to the ‘core’ PGS model. These elements 
can be further packaged in the form of a tool, which has additional computational 
elements to improve functionality and usability. For example, they may enable easy 
inputting of model variables and visualisation of outputs, to enable interpretation by 
clinicians and patients. 

Adjustment for population stratification
It is well established that PGS models developed in those labelled as European ancestry 
populations (the majority of current models) are likely to have poorer predictive ability 
in populations of other genetic ancestries. It is postulated that differences between 
ancestries, in terms of the SNPs associated with outcomes and the strength of 
these associations, contribute to the differential performance of PGS models across 
ancestries. It is also likely that other factors, such as lifestyle, contribute to differences in 
predictive ability across ancestry groups [80, 87].

This presents a challenge for their wider use, as the populations in which such analyses 
is intended for use are often diverse and contain mixed genetic ancestry groups. The 
ideal scenario is implementation of models that can work across ancestries. However, 
this is unlikely, even when diverse datasets are used. This is because populations are 
not genetically homogenous entities, and social and environmental factors also shape 
and influence risk. There are also issues in the way individuals are currently assigned to 
particular ancestry groups that may cause further complexities [88].  
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These issues notwithstanding, statistical adjustment of models is common practice to 
improve functionality across different settings and populations. This approach is also 
being applied in the short-term to enable application of PGS models across ancestries. 
Options being considered are either restricting use of models to specific ancestry 
groups or attempting to optimise a model to function across ancestries using statistical 
techniques. Examples that have been employed include using principal components 
analysis (PCA) to adjust the results on the basis of population structure [89, 90]. Others 
have used methods to adjust SNP effect sizes to account for differences in population 
performance due to linkage disequilibrium [91]. 

While these measures are not perfect, they can aid in creating a model that is more 
applicable across populations. However, representative datasets are required to test 
that these adjustments work and are not giving biased predictions. 

The polygenic score analysis pathway
Integration of polygenic scores into clinical practice requires robust, validated 
mechanisms to generate these scores. In practice, obtaining a polygenic score for 
an individual will involve a series of steps (Figure 5) [90]. This includes standardised 
processes for obtaining individual level genotype data, followed by the application of a 
validated prediction algorithm to that data to obtain a PGS score. 

Decisions also need to be made on which, and how, the results of such analysis are 
reported back to clinicians and patients. PGS scores can be interpreted by themselves 
to determine risk of disease or be further integrated into existing or novel risk prediction 
algorithms. In using particular PGS algorithms, consideration will also need to be given 
to measures that can be taken to address differences between the population in which 
it was developed, and that in which it is being applied. 

As discussed above, a well-recognised shortcoming of existing polygenic score models 
are their lower predictive performance in those not of European ancestry. However, 
mechanisms can be put in place to overcome this to some extent. These must be 
explicitly included and evaluated as part of any test pipeline. 

These differing components or steps need to come together in an analysis pathway 
and function as a whole for test delivery [90] (Figure 5). A PGS-based test is thus much 
more than a risk model, comprising different elements that need to function together to 
provide consistent and robust results. 

Key components that go into developing such a pathway are mechanisms to obtain 
genotype data, the best prediction algorithm to use, any adjustments to be made to 
improve functionality of the algorithm, the most appropriate output, and how this can 
be conveyed in an understandable manner. We describe each of these interlinking 
components below.
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Genotyping 

Genotype data to feed into PGS analysis can be obtained through a variety of methods 
such as genotyping SNP panels, microarray or next generation sequencing (NGS). This 
data could be generated ‘in-house’ in a clinical laboratory or may be provided from an 
external source. External sources of data could come from when individuals have had 
their DNA analysed as part of a commercial test or research project. From a clinical or 
commercial laboratory perspective, it is usual practice to apply quality control steps 
to the data prior to the PGS analysis to ensure the information is appropriate and is of 
sufficient quality.  

PGS prediction algorithm selection

The development of the genotyping assay for use as part of a pipeline or in considering 
criteria for QA of data from external sources, needs to consider the PGS prediction 
algorithm being employed. This is because the choice of SNPs may need to be balanced 
against any technical challenges in obtaining genotype data with a given method 
(e.g. microarray, NGS). The trend in construction and development of polygenic score 
models is towards inclusion of a greater number of SNPs. As noted above, the number 
of SNPs included for a particular disease is determined to some extent by the genetic 
architecture of the disease. 

Construction of models includes optimising which SNP sets to include. In general, 
models based on a larger number of SNPs appear to have better predictive 
performance, although there is an attenuation of these gains with a subset of SNPs 
defining the greatest proportion of the association [81]. As a result, this improvement 
in predictive ability needs to be balanced against the benefit of the additional SNPs, as 
well as the marginal cost and practicalities of obtaining the extra genotype data. 

The nature of PGS analysis means that there can be some flexibility in choice of SNPs. 
For example, if particular SNPs are difficult to genotype, an alternate SNP in linkage 
disequilibrium may be genotyped more reliably. Laboratories will need to make an 
informed decision around the genotyping assay and PGS model accounting for these 
challenges. The PGS algorithm that is taken forward may be selected on the basis 
of the feasibility of obtaining this genotype information or, conversely, the selected 
polygenic algorithm may determine what genotype information is collected. 

Developers are creating additional software components that enable the use of PGS 
algorithms with different sources of genotype input data. This enables greater flexibility 
in the source genotype data that is used as part of the analysis pipeline [85]. 
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Output and reporting

An additional part of the pipeline that needs careful consideration is in relation to 
the output of the analysis and how it is reported back to users, be they healthcare 
professionals or patients. The outputs and results of such analysis differ from traditional 
genetic analysis in several ways. The raw results of such analysis need to be converted 
to a risk score and there are several different outputs that can potentially be fed 
back (Figure 5).  The reporting of absolute risk has been recommended as it is more 
interpretable and understandable [53]. This requires additional steps and taking into 
consideration the population distribution of PGS scores and disease incidence in that 
population.

Results from polygenic score analysis may be used by themselves or as part of an 
integrated risk prediction tool. In the former case, the score may be transformed and 
reported back as a dichotomous result (e.g. high vs. average risk) or a categorical 
variable [92, 93]. Where PGS information is used as part of an integrated risk tool, it is 
usually kept as a continuous variable.

Several companies as well as research groups have developed automated 
computational modules or algorithms that enable conversion of genetic data into a 
risk score (either standalone PGS or integrated risk score). For example, IMPUTE.me is 
a web service developed by researchers that enables the public with access to their 
genetic data to upload it and carry out automated PGS analysis on a website [94]. 

Examples of integrated risk include the CanRisk tool and those developed by companies 
such as Genomics plc and Allelica. In order to be able to calculate an absolute risk, 
tools such as CanRisk require population specific incidence data, as well as data on 
the distribution of the risk factors that are part of the model. They may also incorporate 
population based competing mortality – i.e. the likelihood that an individual will die from 
another cause. 

The additional data needed for risk calculation will be dependent on the nature of the 
absolute risk prediction model that is being utilised. Furthermore, developers have also 
created additional software steps that enable their models to be used with any form of 
input genotype data. 
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Figure 5: Components of the polygenic score analysis pipeline 
The different components of a test pathway and options for reporting of results are shown below. *Absolute 
risk is the preferred option for reporting of results.

5.4	 Summary
Polygenic scores differ from traditional germline genetic markers in a variety of ways. In 
the simplest sense, polygenic score analysis requires the use of algorithms to analyse 
inputted genotype data. 

In a similar manner to NGS analysis pipelines, PGS analysis pipelines can be configured 
in different ways, and the elements included as part of this pipeline may differ. 
However, at its core is a clinical prediction algorithm, the nature of which differs 
depending on whether polygenic scores are intended to be used by themselves or as 
part of an integrated predictive algorithm.

Existing risk prediction algorithms that combine information on a variety of risk factors 
can be adapted to incorporate a polygenic score, or new algorithms can be developed 
that calculate risk based on a polygenic score and other variables. Separate assays 
may need to be conducted to obtain information on these additional variables, such as 
a cholesterol test, a blood pressure test and a family history assessment.
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The focus of current reporting is on development of polygenic score models or 
integrated risk models and examination of their predictive ability for a particular 
trait. Whilst model development is a pre-requisite for test development, our analysis 
indicates that the progress being made in this area is often conflated with availability 
of a validated test. While these are not mutually exclusive processes, evaluation of 
particular modelling approaches should not be considered the same as the evaluation 
of a particular test or application. 

Our previous reviews of the field identified that research progress for polygenic score-
based applications across different disease areas is at various stages with respect to 
the development of a test, whether it is a discrete test or part of an integrated risk tool. 

Currently, different approaches have been developed or are being investigated 
for delivery of this testing pathway. Furthermore, the computational elements of 
PGS analysis can be further packaged in the form of a tool, which has additional 
computational software elements for analysis of the genetic data and to improve 
functionality and usability. For example, they may enable use of a PGS algorithm 
in different populations or settings, or simplify inputting of model variables and 
visualisation of outputs, to enable interpretation by clinicians and patients. 

Achieving clarity as to what elements form or contribute to any particular pipeline 
or testing strategy is useful in considering how to approach validation of these 
components and the pathway as a whole. In addition, as with NGS services, the 
infrastructure through which either the whole or elements of this pipeline are delivered 
is also likely to influence approaches to validation and evidence assessment thresholds.
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6.	Regulation of PGS analysis 
Compliance with regulatory requirements is a prerequisite for a product to be made 
available on the market and for implementation within health services. It is therefore 
an important element of test evaluation and informs the assessment of clinical utility 
and test implementation from a health service perspective [1]. In this chapter we 
consider current regulatory frameworks, their evidence requirements in and some of the 
challenges this raises for products that provide a polygenic score. 

6.1	 The types of regulation that may impact on tests
Many types of regulation impact on the development of assays and tests. These 
can apply to the test or assay itself, the setting in which the test is developed, or the 
expertise of the user offering or administering the test. The nature of regulatory scrutiny 
may also vary depending on the nature of an assay or tests, how they are provided or 
conducted, and their intended purpose. 

The key regulations applying to the development of assays and tests are EU and UK 
medical device regulations. The application of these regulations is not straightforward. 
They can apply both at the level of the technology platform used to support the 
administration of an assay (for example a genomic sequencing platform), and/or the 
specific test to be utilised for a specified purpose within a population (for example, a 
specific genomic test used for diagnosis of a genetic disease in a given population). 
Meeting these regulatory criteria can be a complex process, and similar to the 
evaluation process for healthcare implementation requires test developers to consider 
the intended purpose and nature of the test. 

6.2	 Medical device regulation
When a product is placed on the market in the EU, it must have CE marking, namely 
accreditation that it has met appropriate levels of quality assurance, manufacturing 
practice and is fit for its intended purpose. In the EU for medical devices, this is 
governed by EU Medical Devices Regulation 2017/745 and EU IVD Regulation (IVDR) 
2017/746. However, since 1st January 2021, Great Britain (GB) has relied on the 2002 
Medical Devices Regulations that were based on previous EU Directives, through a 
bespoke Conformity Assessed mark system (UKCA marking) that replaces the CE mark 
[95]. In parallel, a grace period is currently in place until 1st July 2023 for reassessment 
of devices for the GB market that already have an EU CE mark. However, a recent 
MHRA consultation has proposed further changes to the regulatory framework for 
medical devices in the UK using powers contained in the Medicines and Medical 
Devices Act (2021). This signalled the desire of the MHRA and the Government to align 
with international best practice and many of the changes adopted by the latest EU 
Regulations. 
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Across these regulations, there is consensus that the primary way in which a device 
might qualify as a medical device is if it is intended for medical purposes. The 
interpretation of medical purpose is broad, and most tests used within health systems 
will qualify either as medical devices or in vitro diagnostic (IVD) devices, depending on 
the extent to which it is driven by data obtained in vitro by the examination of blood and 
samples.  

6.3	 Clinical evaluation as part of regulatory frameworks
The evidence appraisal for regulatory approval takes the form of a clinical evaluation 
report following critical evaluation of the relevant scientific literature and available 
clinical investigations, along with consideration of alternatives. There are synergies in 
the terminology, approaches and evidentiary standards of clinical evaluation reports 
with those of test evaluation. For example, clinical evaluation of medical devices 
requires evidence of scientific validity, analytical performance and clinical performance. 
These terms are analogous to those described earlier in this report in the context of test 
evaluation and clinical validity. Scientific validity refers to the association of an analyte 
to a clinical condition or physiological state and analytical performance refers to the 
ability of a medical device to correctly detect and measure a particular analyte. Clinical 
performance refers to the ability of the device to yield results that relate to a particular 
clinical condition or physiological state for the intended use and in accordance with 
the target population, and applicable to the intended user. In the context of the IVDR, 
the level of ‘sufficient clinical evidence’ required depends on three main factors*. First, 
the intended use of the device; second, the evaluation of interferences and cross-
reactions; third, the acceptability of the risk benefit-ratio. This illustrates that evidence 
requirements are often proportionate to the nature and intended purpose of the device. 

Evidence requirements for regulatory approval also faces many of the challenges as 
test evaluation, especially in the context of digital technologies, which have multiple 
components [6, 41]. In particular, the use of algorithms and software within devices or 
tests creates additional challenges and may also require developers to demonstrate 
that specific standards have been met. 

One such challenge is deciding what constitutes ‘a device’ for the purposes of 
regulation, since software may be regulated as part of a device or as a separate 
device in its own right. Indeed, the definition of an in vitro medical diagnostic device 
in the In Vitro Diagnostic Medical Devices Directive (IVDD) uses the words “alone or 
in combination”†  indicating that regulation can apply at the level of the individual 
components, or the whole with a key consideration being the interoperability of these 
components. While the Directive does not define ‘software’ as such, its Annexes have 
been amended and contain further provisions clarifying how algorithms and software 
should be ‘validated in accordance with the state of the art taking into account the 
principles of the development life cycle, risk management, validation and verification’‡. 

*	 Article 56(1), Regulation (EU) 2017/746.
†	 Council Directive 98/79/EC of the European Parliament and of the Council of 27 October 1998 on in 

vitro diagnostic medical devices [1998]. OJ L 331/1
‡	 Council Directive 93/42/EEC of 14 June 1993 concerning medical devices [1993] OJ L 169/1
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Another challenge is the potential for artificial intelligence or machine learning. Machine 
learning algorithms recognise and apply patterns in training data to new datasets 
to generate novel findings. However, the dynamic, highly adaptive nature of such 
algorithms means they are often opaque and increasingly intractable to traditional 
regulatory approaches. Machine learning algorithms are therefore prompting new 
regulatory approaches such as regulatory sandboxes and utilising synthetic data. 

Where interventions include multiple different elements, commercial rights over 
each element in the form of intellectual property rights or trade secrets may inhibit 
transparency. The complexity of these systems, together with the cluster of rights over 
each element, creates additional regulatory challenges and uncertainties. In the next 
Section, we describe the specific challenges for PGS analysis. 

6.4	 Applying medical device regulation to PGS analysis
The application of medical device regulation to PGS analysis is ambiguous. Under 
current EU and UK medical device regulations, depending on how they are used, the 
target population, and the healthcare pathways involved, each of the steps in PGS 
analysis pipelines could be viewed as generating a discrete medical device (or IVD), 
itself subject to independent regulatory oversight. Alternatively, these components 
could be regarded as a single device with multiple components which must work 
interoperably (Figure 6). 

Figure 6: Potential regulatory impact points in the development and use of 
polygenic scores, models, tests and tools.
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One source of ambiguity is whether or not different elements of this pathway could 
qualify as an IVD medical device, as opposed to a medical device. This is because it is 
currently unclear how proximate to the analysis of a sample, or how heavily driven by 
that analysis, PGS analysis software and algorithms are required to be for qualification 
as an IVD medical device. 

The latest guidance from the MHRA suggests that PGS analysis software may qualify 
as an IVD medical device if it is ‘substantially driven’ by IVD results, unless those are the 
results of ‘historical’ investigations that are ‘unrelated to the software’.§ This may impact 
the nature of evidence required to demonstrate the safety and efficacy of the device(s). 

Another ambiguity relates to the classification of the medical device or IVD medical 
device. There are four classes of medical devices assessed according to the risks arising 
from the intended purpose, but apps and software will generally fall into one or two 
classes: 

	� Class I - generally regarded as low risk

	� Class IIa - generally regarded as medium risk. 

If considered to be an IVD device, at present the UK medical devices regulations enable 
a high proportion of IVDs (~80%) to be placed onto the market on the basis of self-
declaration. 

The updated EU rules apply a risk-proportionate approach (more akin to medical device 
classifications) with four classifications from A to D (low to high risk). Class B is the 
default class for most IVD devices, but it is feasible that PGS-type devices would fall 
into Class C where there is a higher risk of harm, depending on the conditions involved 
and the influence of the output of the device on clinical decision making or screening 
programmes.

Under the new EU rules, all IVD devices that are intended for ‘human genetic testing’ 
will automatically fall into Class C¶. The MHRA and Government in the UK have 
signalled an intention to update the IVD classification rules in line with this risk- 
proportionate approach. However, devices intended for human genetic testing will not 
automatically be classified as medium-high risk. This will only be the case where there 
is a risk that an erroneous result could lead to a serious adverse event. The classification 
of a medical device or IVD device is crucial in setting the expected nature and level of 
evidence that will be sufficient to demonstrate safety and efficacy. 

§	 MHRA Guidance: Medical device stand-alone software including apps (including IVDMDs) p20: 
https://www.gov.uk/government/publications/medical-devices-software-applications-apps

¶	 Regulation 2017/746 on in vitro diagnostic medical devices Annex VIII section 2.3(i)
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6.5	 Evidence requirements for PGS applications
Evidence requirements will be dependent on the nature of the PGS analysis and how 
they will be used for clinical or public health purposes. It is important to note that 
this evidence does not necessarily incorporate the full range of factors that may be 
relevant to assessing ‘clinical utility’. For example, under the EU IVDR, clinical benefit 
(as opposed to utility) is defined as [lying in] ‘providing accurate medical information on 
patients, where appropriate, assessed against medical information obtained through 
the use of other diagnostic options and technologies, whereas the final clinical outcome 
for the patients is dependent on further diagnostic and/or therapeutic options which 
could be available.’** Health economic factors, or those involved in health technology 
assessment, and clinical outcomes are excluded from the scope of clinical benefit.†† 

However, as outlined above the general requirement is for evidence of analytical 
or clinical performance (proportionate to the risk classification of the device) to 
demonstrate that the device performs in accordance with the generally acknowledged 
state of the art. Such requirements should enable regulators and notified bodies 
assessing devices to ensure that PGS devices meet appropriate performance standards, 
including demonstrating equity of impact and minimisation of bias according to the 
target population and the intended purpose. 

Overall, the regulations require: 

	� A target patient group and intended purpose to be clearly specified and for scientific 
validity and analytical and clinical performance to have been clearly demonstrated 
for that population

	� A balancing exercise that weighs risks (including those relating to bias) against 
potential benefits to the patient

	� Vigilance through the lifecycle of the device, including capturing adverse events 
through post-market surveillance.

The expected reforms to medical device regulation in the UK, updating the framework 
and bringing it into line with international best practice, should enable a proportionate 
approach to different PGS devices, depending on their intended purpose. The challenge 
lies in further specifying when and in what form evidence is required for PGS devices, 
and ensuring consistent interpretation of the rules by manufacturers, notified bodies 
and the Regulator across the sector. This will require soft measures, including guidance 
and recommendations for PGS (or sub-categories of PGS), which both developers and 
those scrutinising new devices can follow, as opposed to changes in hard law and 
regulation. 

**	Recital 64 IVDR
††	 MedTech Europe. Clinical Evidence Requirements for CE certification under the In Vitro Diagnostic 

Regulation in the European Union. 2ND Edition. November 2021.
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6.6	 Summary
Regulations are important in ensuring safety, effectiveness and efficacy of tests 
and apply at multiple levels. The evidence that is gathered for regulatory approval is 
analogous to that required in medical test evaluation, especially when the intended 
purpose and population of a device are synonymous with that of a test. 

Challenges exist for evidence generation in a regulatory context that are similar to those 
of test evaluation, with particular challenges in demonstrating clinical performance, due 
to the nature of PGS analysis as a device. 

Drivers of this include the multiple components of PGS analysis, the status of algorithms 
or software within the device, the nature of potential users, and the overarching 
intended use and purpose. 

Standards for evaluation of prediction algorithms and digital tools are less well 
developed, which has created issues for developers in determining both the studies that 
need to be undertaken to generate evidence, as well as the level of evidence required. 
An understanding of approaches to evaluation and evidence assessment of PGS-based 
applications or tests is needed to better inform regulatory evidence requirements.   



Evaluation 
and polygenic 

scores



Evaluation of polygenic score applications

7.	Evaluation and polygenic 
scores

The previous chapters explored key concepts that contribute to evaluation. In this 
chapter we present our analysis, which brings together and builds on these elements 
and examines the types of evidence that can potentially contribute to the evaluation of 
products that incorporate a polygenic score. In doing so, we also consider the extent to 
which these principles can be applied to such products and describe the uncertainties. 
Our aim is to explain these uncertainties, in order to assist in the decision-making on 
which are the most important factors to consider prior to implementation of specific 
PGS applications for healthcare.

7.1	 Terminology
Differences in definition of particular terms across fields and in common parlance can 
cause confusion. To achieve some clarity and enable application of test evaluation 
frameworks we have used the following definitions. 

	� Assay: A method for determining the presence or quantity of a component (e.g. 
genotyping and measurement of other risk factors)

	� Risk model: Mathematical representation of a clinical situation able to predict 
different outcomes

	� Clinical prediction algorithm: Derived from risk models and the “product” 
implemented in clinical practice to calculate a risk score

	� Tools: Can take a variety of forms and are the mechanism through which prediction 
algorithms are utilised to enable individual level testing and risk scoring. They do 
so by enabling inputting of data for algorithms to function and presenting outputs. 
Algorithms and tools can have the potential to be used in different contexts and for 
different purposes

	� Test: The use of a particular assay, clinical prediction algorithm or tool in a specific 
population for a specific purpose can be described as the test.

The above specific definition of a test enables consideration of context of use which has 
implications for evidence requirements and in considering harms and benefits. 



64PHG Foundation

Evaluation of polygenic score applications

7.2	 Issues in evaluating polygenic score applications
The aim of medical test evaluation is to better determine if particular tests have value, 
and evidence supports their implementation within practice. Our previous report 
discussed the concept of clinical utility and has been summarised in earlier chapters of 
this report. Another important component for consideration prior to implementation and 
that feeds into considerations of clinical utility is clinical validity. 

Clinical validity refers to the predictive ability of a test in a defined population for a 
particular purpose [9]. It is predicated on showing the association between biomarker 
and disease (scientific validity) as well as the ability of an assay to detect the biomarker 
(analytical validity). This is followed by demonstrating the predictive accuracy or test 
performance using prospective studies to establish test performance characteristics 
such as sensitivity, specificity, positive predictive value (PPV) and negative predictive 
value (NPV). Ideally, these prospective studies would be conducted mirroring the clinical 
use scenario, thus taking into consideration the setting, population, role and purpose. 

Assessment of these parameters enables decision makers to consider the implications 
of test use and see if they are sufficient for a particular use case. There is generally an 
absence of a set threshold for test performance parameters, and the exact parameters 
that are examined, as these are influenced by the context and purpose of the test.  

A key point is that clinical validity and utility are intricately linked to the setting, role and 
purpose of a test. Furthermore, it also requires clear articulation of the testing system or 
strategy. Therefore, in the context of PGS applications, the ideal scenario for assessing 
clinical validity would involve evaluating test performance of a defined PGS analysis 
pathway, in a prospective manner. 

Such studies would utilise the index test at enrolment (i.e. PGS analysis) and individuals 
would then be monitored to see if they develop the outcome of interest using a 
reference standard test. However, this is challenging for several interrelated reasons. 

Firstly, polygenic score analysis is a mechanism for risk assessment. Where this is 
already an established part of clinical practice, e.g. the use of QRisk® for cardiovascular 
disease prevention, the comparator or reference standard is clear. In this situation, the 
question may be more in relation to incremental improvements to an existing clinical 
prediction algorithm and associated tool through the addition of new data. 

In contexts where risk assessment is not an established part of clinical practice, this 
can be more problematic due to uncertainties about whether risk assessment would be 
beneficial, and whether there is an appropriate comparator. 

Secondly, many diseases for which polygenic score analyses are proposed take a 
long time to manifest. The follow-up of individuals for long periods of time to obtain 
information on the outcome is often not practical and is unlikely to yield results in a 
timely manner for decision makers. Finally, the extent to which prediction algorithms are 
considered as a test for evaluation purposes varies. 
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Evaluation is further complicated by the fact that polygenic score applications straddle 
the fields of genetic testing, prediction modelling and digital health technologies. 
This is because they encompass elements of molecular testing to obtain genetic data 
and a prediction model for analysis of this data. The latter may occur in two steps, 
depending on the application. For example, scores may be generated and interpreted 
by themselves or be generated for integration into an existing or novel prediction 
algorithm. 

In addition, prediction algorithms may be part of digital tools for ease of use. This 
means that the composition of polygenic score analysis pathways can take a variety 
of forms, as described in Chapter 5. This can result in uncertainty regarding which 
elements to evaluate in terms of the process that produces the PGS or subsequent 
integrated risk score and the level of evidence required in support of each of these 
elements. 

We have addressed this ambiguity by applying specific definitions, to enable the 
application of diagnostic test evaluation frameworks (see above) to this pipeline. 
Further, we have addressed the complexity of polygenic score analysis straddling 
different fields by:

	� Approaching polygenic score analysis (whether standalone or integrated) as a 
pipeline composed of different elements

	� Applying the relevant elements of test evaluation and/or prediction model evaluation 
to each of these elements

	� Considering evidence generation in relation to the individual components as well as 
the whole system. 

Taking this approach can provide clarity by cross-linking across evidence generated 
in relation to specific testing procedures (e.g. genotyping, cholesterol testing, blood 
pressure etc.), any prediction algorithms that are applied to this data and digital tools 
used to deliver the results of such analysis. In addition, it allows consideration across 
different parameters that contribute to decisions of clinical validity (Figure 7). We 
discuss each of these aspects in more detail below, along with the current issues in 
evidence generation and assessment. 
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Figure 7: Elements of evidence generation that need to be considered and 
linked.
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Data contributing to PGS models
A key consideration in prediction modelling is ensuring that the data used in model 
construction accurately reflects the population in which the risk prediction model is 
going to be used [25, 26, 38, 73]. Differences between the source data and target 
population can contribute to lower predictive performance.

A widely discussed issue is the fact that much of the data used in constructing PGS 
models are derived primarily from populations of European ancestry and may not be 
relevant or valid for other ancestries. 

Other factors such as the trait measured and the age of the population in the GWAS 
may also be relevant and have an impact on the predictive accuracy of the PGS clinical 
prediction algorithm in other populations. This is because any errors or uncertainties in 
this data will be carried through in the model and impact on its results. 

In assessing the scientific validity of particular PGS models, it is important to consider 
the GWAS data that has been used in its development. This includes assessment 
of the quality of the data source and whether the associations identified have been 
independently replicated. This can enable assessment of whether the source data 
used in construction of a model is relevant and valid. Standards exist in conducting 
and reporting results of GWAS, and resources such as the GWAS catalog enable 
assessment of the validity of these studies [96].

Assumptions made in model building algorithms
The validity of polygenic score models is tested at different stages throughout the 
development process and each step can contribute some information towards 
functionality in a clinical setting. The initial step tests different model building 
algorithms. 

There is ongoing discussion on the relative merits of different model building 
approaches within the scientific community. These discussions indirectly affect 
considerations with regard to establishing scientific validity, in terms of biomarker 
disease relationship, as they make assumptions on how to bring together data from 
GWAS and the influence of SNPs on disease. As noted previously, it is now common 
practice in some model building approaches to include SNPs that do not meet 
significance thresholds for association in GWAS. This has been shown to improve 
predictive performance in some instances, however, some have questioned this 
approach [97]. 

Establishing the relationship between a PGS and outcome
GWA studies provide evidence for an association between individual SNPs and an 
outcome. The investigations described below help explore and establish the relationship 
between a PGS calculated by a particular model and an outcome. These are important 
to investigate, to establish which modelling approaches might work ‘best’ in bringing 
together SNP data, as well as in determining its potential usefulness for prediction. 
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An understanding of the relationship between PGS and an outcome is investigated 
using relative risk models. For example, scores are standardised and their distribution 
in cases and controls is examined to assess potential predictive capabilities. In most 
instances there is considerable overlap between the distributions of cases and controls. 
Therefore, it is usual practice to compare individuals who are considered high-risk 
versus those who are average or low-risk [98, 99]. 

The relationship between polygenic scores and particular outcomes may also be 
examined by performing regression analysis. This is usually conducted using different 
datasets to that used in model development. Key parameters that are assessed include 
measures of correlation, discrimination (e.g. AUC), calibration, proportion of variance in 
a trait explained and effect size estimates. 

Examination across these metrics can give an indication of the relationship between 
the score and a trait, and its potential to have utility in clinical practice. For example, 
association testing gives some indication of the relationship between the polygenic 
score and trait of interest. Examination of the proportion of variance explained and AUC 
can give an indication of the predictive ability of the PGS. These associations need to be 
replicated in an independent dataset. 

External validation is key in determining the functionality of any model in datasets 
outside those from which it was produced. While initial studies can provide support for 
a particular modelling approach and give indications of the predictive potential, external 
validation studies are key in assessing whether this can be achieved using alternate 
datasets. 

Determining the validity of PGS prediction models
The investigations described above can also be used as a basis to select a particular 
relative risk model to take forward for clinical prediction. If integrated risk models 
are developed, they will need to be evaluated and validated following the processes 
described in Chapter 4. 

As with the process above for SNPs, additional biomarkers are often selected on the 
basis of available data and their relationship with the outcome. It is also common 
practice to examine any correlation between the variables to be included in a model. 
Different approaches may be taken in building integrated prediction models, including 
assumptions made in the way the variables in them are brought together. 

Assessment of validity of these models in internal datasets and then external datasets, 
enables understanding of their predictive potential. Where polygenic scores are 
included as part of existing integrated risk algorithms such as QRisk® [100] BOADICEA 
[101], these models undergo testing to examine performance with and without the 
novel biomarker. 
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Key gaps in understanding scientific validity 
As may also be seen in other scientific fields, polygenic score model research and 
development includes both knowledge driven research efforts and those that are more 
application driven. Research that aims to advance scientific understanding may be 
focused on the modelling processes or using models to investigate the role of genetics 
in disease. More applied research will focus on the development of a product in the 
form of a prediction algorithm. The fact that all of this falls under the broad umbrella of 
polygenic score research, can lead to confusion amongst non-experts when examining 
the literature on PGS models, particularly in linking and assessing some of the elements 
described above.

Currently, making a judgement of the potential of particular models to function as 
clinical prediction algorithms is not a simple task. Assessing the parameters set out 
above is made difficult by inconsistencies in the way results of such investigations 
are reported and the lack of standardisation. A guideline has been published with the 
aim of improving reporting standards of prediction models [40]. A specific standards 
guideline for the reporting of polygenic scores is also available [52]. 

Adherence to these guidelines is not common practice, creating difficulties in 
determining whether models can be considered relevant and valid for use in clinical 
practice. In particular, it can be difficult to understand if ‘model validation’ is in relation 
to model building techniques, a relative risk model or an absolute risk model. It can also 
be difficult to establish whether validation is in external cohorts or as part of clinical 
validation. 

7.4	 Considering analytical validity aspects of a PGS test
Analytical validity defines the ability of the assay to correctly detect and measure a 
biomarker. In the context of PGS analysis pipelines, the analytical validity aspects can 
be considered in two steps. The first step is restricted to the laboratory components 
used to obtain genotype data. The second step assesses the ability to obtain a robust 
score using different combinations of methods to obtain genotype data and their use 
in a specific PGS clinical prediction algorithm, i.e. the ability to reliably generate the 
intended output based on the data provided.  

Obtaining genotype data 
Genotyping can be a relatively straightforward undertaking, especially when data on 
a few SNPs (e.g. 20) is required but can be more complex when it is across a larger 
number (e.g. hundreds of thousands). This is because if data is required on a small 
number of SNPs, it can be obtained using standard techniques such as genotype (SNP) 
panels or arrays. However, if data is required across a large number of SNPs, other 
methods may be more appropriate, such as next generation sequencing or the use 
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of genotyping arrays and imputation. In addition, challenges may arise in obtaining 
accurate genotype data if, for example, a proportion of SNPs are located in regions that 
are difficult to genotype or are not amenable to genotyping using particular types of 
assays.

Imputation describes the process of determining SNP variants that have not been 
directly genotyped in a sample of individuals, but are statistically inferred (imputed) 
based on knowledge of the haplotype (i.e. areas of high LD) from a reference 
sequence.

Evaluation of analytical validity of PGS analysis pipelines will be simpler where the 
genotyping assay captures all SNPs needed by a particular prediction algorithm. 
However, this is unlikely to be the case in practice, especially where genotyping needs 
to capture data across a large number of SNPs and imputation may be required. It is 
therefore important to assess performance of the genotyping assay across a number of 
samples to identify any issues in obtaining genotype data. 

A further consideration is that arrays may perform differently depending upon the 
population, for example, there is evidence of shorter linkage disequilibrium (LD) in 
individuals of African ancestry [102]. As discussed, there are currently options and 
considerations for trying to improve the performance of polygenic scores across all 
populations; this may affect the SNPs that need to be genotyped to allow for these 
corrections to be done.  

Decisions around genotyping assays may be dependent upon the choice of the specific 
PGS prediction algorithm to implement into the clinical service, and its purpose. The 
latter is likely to dictate how much precision is needed with respect to the scores and 
therefore the robustness of the score that is generated by the pipeline. 

Data acquisition and robustness of polygenic scores
The combination of genotype method and model can have an impact on the robustness 
of the score. The use of genotyping arrays and imputation versus NGS has implications 
for the quality of genotype data. This in turn can have consequences for the score that 
is calculated, and how individuals are classified. Thus, as demonstrated by Hao et al, 
as part of analytical validation it is important to determine if assay choice will have an 
impact on the score and subsequent classification of individuals [90]. This may also 
inform key decisions in PGS assay development, especially if risk classification is not 
impacted by choice of genotyping method. For example, genotyping arrays are less 
costly than NGS, therefore the need for ‘perfect’ data may need to be balanced against 
the cost of obtaining it. 

There is limited evidence available to assess how different PGS models perform when 
paired with different genotyping assays. Other factors may also affect the choice of 
genotyping method; for example, if the data will be used to generate more than one 
PGS or for other purposes (e.g. pharmacogenomics). 
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Key gaps in understanding analytical validity
In many research settings, predetermined genotype data is used for all constituent 
components of PGS model development, performance evaluation and validation. This 
includes basic scientific research to identify variants, development of the model, and 
testing of the model. This research is therefore not able to account for and assess the 
impact of issues in obtaining clinical grade genotype data [100]. 

There is still incomplete or inconsistent reporting on how missing data in biobank 
genotype datasets might impact on model development and performance and therefore 
outputs of PGS analysis at an individual level. 

Research studies utilise imputation and other data science tools to minimise the impact 
of missing data, as a consequence of SNP target failures. Such processes need to be 
tested in clinical settings to ensure consistency in obtaining genotype data for PGS 
algorithm functioning. For example, it is not clear how much error imputation introduces 
at an individual level, and whether this is likely to impact on a PGS score [103]. The 
analytical validity also needs to account for inclusion of any steps as part of the pipeline 
to improve the functionality of models outside of the population(s) in which it was 
developed.

There is currently very little information in the public domain on the development of 
PGS analysis pipelines and assessment of their analytical validity. Those that have 
developed such pipelines acknowledge that it is not a trivial undertaking and requires 
balancing of various factors [90].

A key challenge in the development of a clinical assay is selection of an appropriately 
validated algorithm. The availability of numerous models combined with the lack of 
standardisation in reporting can hamper determining the scientific validity of models 
and their suitability for use as a clinical prediction algorithm. However, once the PGS 
algorithm has been selected, determining the analytical validity parameters for a PGS 
assay is comparatively straightforward, as there are established processes for genetic 
test validation [104]. 

A parameter that can be useful in developing the pipeline and determining analytical 
validity, is understanding the minimal acceptable SNP data for particular PGS prediction 
algorithms to function. 

Currently, it is not clear what these parameters need to consider with different 
approaches likely to be taken by clinical laboratories. One point to consider would be 
that SNPs within the score are not weighted equally. This may mean that minimum 
parameters for accurate genotyping of specific SNPs known to define the greatest 
component of risk within the model are needed. 
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7.5	 Establishing the clinical validity of models 
The core of polygenic score analysis is a clinical prediction algorithm developed on the 
basis of risk modelling. Therefore, clinical validation of these algorithms is an important 
contributor to understanding clinical validity of the test pipeline. 

As described in Chapter 4, clinical validation of a prediction model provides information 
on a variety of statistical parameters that can inform decision making on the 
performance of the model and its utility. Ideally, this is done through external validation 
using datasets that are similar or the same as the population in which the prediction 
model will be applied. 

Several studies report on the external validation of polygenic score models or integrated 
risk models. However, as noted in Chapter 4, the relationship between external 
validation and demonstration of clinical validity may not always be apparent. 

Uncertainties still exist in the interpretation of the findings of external validation studies 
and in determining whether a particular model is clinically valid. These issues are not 
specific to polygenic score models and there is ongoing development of guidance to aid 
decision makers in appraising prediction models [68, 105].

A particular issue in conducting external validation is in identifying appropriate 
datasets in which to assess the model. This is more of an issue for integrated risk 
models, because alternative datasets which contain all the model variables are needed. 
If models contain relatively new biomarkers such as PGS, or larger sets of variables, it 
can be difficult to identify datasets which contain information on all the variables in the 
model. For validation of PGS models, most often existing research cohorts are used in 
external validation, as this provides researchers with easier access to datasets in which 
to assess their model.

The use of existing datasets to validate models is pragmatic and has the advantage 
of enabling rapid assessment of a prediction model. However, the information from 
such studies needs to be interpreted with care in order to gain a clearer understanding 
of what this means in relation to the use case population. This is especially important 
if there are differences between research cohorts and the true use case population 
that could impact on interpretation of test performance measures. For example, the 
UK Biobank has been used to validate many polygenic score models, however, it is 
widely recognised that this particular data set is not representative of the general UK 
population.

The lack of ethnically diverse population cohorts is also an issue for clinical validation 
of models,  and is contributing to uncertainties in how to interpret PGS information 
for those of different ancestries. The use of research cohorts also means that whilst 
many risk prediction models can provide outputs of 5-year, 10-year or lifetime risk, for 
pragmatic purposes external validation will only be for the maximum follow-up time of 
the cohorts, resulting in shorter term outputs such as 5-year risk being assessed. 
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Furthermore, research has shown that while algorithms used to calculate polygenic 
scores function equally well in terms of their predictive abilities at a population level, 
there can be variations in the calculation of polygenic scores at the individual level 
[80, 106]. This in turn can potentially affect how individuals are classified [107]. 
Differences in the datasets used to construct models or the way they are constructed 
may contribute to this. It has been proposed that guidelines are needed for constructing 
models to minimise these differences [107].

Key gaps in establishing clinical validation of risk models
As with other areas of prediction model research, there have been relatively few reports 
of comprehensive and high-quality clinical validation studies for PGS models, whether 
they are standalone or part of integrated risk models. Where they are available, 
appraisal of model validation studies requires consideration of whether the study 
populations are relevant and the degree to which they match the use case populations. 
This allows better assessment of the statistical parameters that are reported as part of 
this process. 

Another key consideration is whether clinically relevant thresholds have been used in 
classifying people into different risk categories [74]. For certain applications, there may 
be specific clinical guidelines that set thresholds, which can be used in model validation. 
However, in many instances guidelines are not available, especially those that are 
based on PGS information alone.

While external validation is key in evaluating risk prediction models, it is unclear to 
what extent this needs to be demonstrated prior to implementation. External validation 
studies can be conducted across one or more datasets. If models are shown to have 
comparable performance across a range of datasets, it may provide greater evidence in 
relation to their robustness and generalisability, which may have implications for clinical 
implementation. There are currently no established standards for the level of external 
validation required to establish clinical validation. For instance, do such studies need to 
be conducted using datasets of a particular sample size, do they need to be replicated 
across different datasets and if so to what degree [69]?

7.6	 Clinical validity of a test pathway
In comparison to model validation, pipeline validation or validation of a test pathway is 
often not explicitly addressed as part of the process to demonstrate clinical validity. In 
part, this is because different approaches have been taken in constructing this pipeline. 
In doing so, assumptions have been made in relation to analytical and scientific validity 
parameters. 
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Model validation studies often assume analytical validity and data acquisition 
processes can impact on the robustness of the pipeline. This may or may not be a 
significant issue and is dependent on the use case. For example, if information is used in 
decision making around certain behaviour changes, the degree of precision needed may 
not be as great as for a decision relating to invasive procedures, which have potentially 
greater immediate harms. 

Often the rationale in selecting particular models is not made explicit. Validation of the 
whole analysis pipeline is a key step, as it will provide more information in relation to 
the ‘real-world’ functionality of the test system, however it is configured.

As prediction models are often used to develop new digital tools or incorporated into 
existing ones, they may require the assessment of additional parameters to ensure they 
are suitable for intended use. This includes usability and ensuring the format of the 
outputs enable appropriate interpretation by end-users. If healthcare provider and/or 
patient interactions with such tools are not appropriately considered, it may result in the 
development of devices that are incorrectly used.

Trials are underway that address some of these evidence requirements. For example, 
the HEART trial for cardiovascular disease recruited 1000 healthy volunteers aged 
45-64 to assess the feasibility of incorporating PGS into existing risk assessment 
for cardiovascular disease [108]. The GenoVA study in the US is a RCT that aims to 
determine the clinical effectiveness of PGS to identify individuals at high risk for a 
variety of common diseases [109]. 

There are also trials such as MyPEBS, WISDOM and Perspective that are comparing 
standard breast cancer screening pathways to those that incorporate risk assessment 
(including PGS) [110-112]. As part of these trials, protocols and assays for obtaining 
and analysing genotype data in a clinical setting to provide a PGS for use in 
integrated risk assessment are being developed. Thus, they can provide additional 
evidence relating to the analytical, model clinical validation and test system validation 
parameters. 

7.7	 Summary
Polygenic score analysis pathways bring together elements of molecular testing, 
prediction algorithms and digital tools. This can create complexity for evaluation if there 
is a lack of clarity as to the nature of the test strategy and its intended objectives. While 
standards for evaluation of molecular tests are relatively well established, this is not 
the case for prediction algorithms or digital tools. The concept of validity for prediction 
models such as those used to calculate polygenic scores is also viewed differentially 
in research and healthcare evaluation. In addition, prediction algorithms and their 
associated digital tools have not always been evaluated as tests. 
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Our analysis shows that by breaking down the PGS analysis application to its 
component parts can improve the evaluation and assessment. This would require 
applying the concepts and techniques from molecular test evaluation, prediction 
modelling and digital technology evaluation to these components as well as the whole 
pathway to provide a summary assessment of clinical validity. Such an approach can 
also be more informative for regulatory purposes as well as understanding clinical utility 
because it enables:

	� Distinguishing between assays, models, tools and tests

	� A clear understanding of the purpose and population of use for each of these 
components

	� Clarity about the relationship between the different elements that inform polygenic 
score analysis pathways (whether standalone or integrated).
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8.	Conclusion 
Research groups and companies have developed automated computational modules 
or algorithms that enable conversion of genetic data into a polygenic score for use on 
their own, or for incorporation with other risk factors to provide an integrated risk score. 
However, such products are still not widely used as part of healthcare. A key barrier 
to implementation has been uncertainty and lack of evidence regarding the value 
of polygenic score information. In this report we show how these uncertainties and 
evidence gaps come about by addressing four specific issues, resolution of which will 
serve to provide a more rational approach to evidence generation and appraisal for PGS 
applications. The issues are as follows:

	� Conflation of terminology relating to polygenic scores, models and algorithms. 

	� Inadequate description of specific applications, in relation to intended population, 
role and purpose as part of specific healthcare pathways. 

	� Failure to define and evaluate all the key elements of PGS applications. 

	� Lack of real-world evidence (RWE) for PGS applications.

These are as yet unresolved and have a negative impact on the assessment and 
implementation of polygenic scores. They provide a challenge for decision makers 
because the existing evidence base (a) fails to show what information polygenic scores 
are providing (b) does not define with adequate precision how the product is to be used 
in health care or its intended purpose or objective or (c) how such use can be beneficial 
to the individual patient or to the health system as a whole. The consequence is that we 
are left with a body of evidence that is inadequate for the determination of the clinical 
validity or utility of a product in relation to its intended purpose.

In Chapter 5 and 7 of this report, we show how clarity with regards to terminology 
and better description of products and applications helps achieve more informative 
evidence, whether in relation to generation, evaluation or appraisal. Importantly, we 
have shown how existing evidence assessment frameworks can be applied and used 
for this purpose. 

An essential element of our approach is to consider the different components that 
contribute to a specific product and application: (a) the tests that are used to obtain 
genetic data, (b) the source of other clinical data needed for the model that is being 
constructed (c) the nature of the algorithm(s) for analysis of these data, and (d) any 
other digital tool(s) that are used to enable data collation and feedback. We propose 
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considering these components as part of a test pipeline which will allow the bringing 
together and the application of concepts and techniques from molecular test evaluation, 
prediction modelling and digital technology evaluation to each separate component of 
the pipeline as well as the whole pathway. 

Examination of analytical, scientific and clinical validity parameters across such 
components of a PGS analysis pipeline can provide evidence of the functional aspects 
of a PGS-based test. This can then inform the assessment of a test’s performance with 
reference to the test’s intended role and purpose. The advantage of this approach is 
that it enables cross-linking evidence across the different components of the PGS test 
pipeline, however they are configured. 

We believe that our approach to such analysis allows us to identify issues that impact 
on the understanding of the analytic and scientific validity, as well as clinical validity 
of these pipelines. It will be important to achieve consensus amongst researchers, 
developers, health system decision makers and users as to which of the gaps which 
we have identified are critical and how they can be addressed. This is going to vary 
across different diseases and for particular applications.  It is likely that for some areas 
the evidence gaps will persist, especially in relation to novel uses, but there is hope that 
at least for some diseases and for some applications the technique will provide extra 
utility. Progress on establishing both the evidence required for the different components 
of the PGS test pipeline as well as the acceptable levels of evidence will be necessary 
for the successful clinical implementation and wider uptake and use of any PGS-based 
applications.

In conclusion, polygenic scores are likely to be useful under certain circumstances. 
Identifying these and creating optimal systems for their use requires a more focussed 
approach to evidence generation and appraisal which is currently lacking. 
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